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1 Introduction 
Risk management is the fundamental concept in any modern financial institution that wants to be 

perceived as having a stable capital base and generating economically justified decisions. It has 

implications on different aspects of bank operations and organizational structure. Implementing the 

Advanced Internal Rating Based Approach (AIRB) for capital allocation or International Financial 

Reporting Standard number 9 (IFRS 9) for expected credit loss calculation regimes serves to enhance 

risk management practices and raises competitiveness on the market.1 The scope of risk parameters 

use is not limited to assessing current risk vulnerability but also positioning the institution in the 

forthcoming economic environment. The importance of selection and validation of the methods to 

measure various types of risk seems vital not only during a downturn but in any phase of the economic 

cycle. This makes all units vulnerable to risk exposure, interested in having as precise parameters as 

possible. 

Not surprisingly, one of the major concerns of the financial institution risk framework is to assess the 

risk connected to credit activity correctly. The Basel II Capital Accord prescribes the minimum amount 

of regulatory capital an institution must hold to be resistant to unexpected losses and be in line with 

its risk appetite. Estimation of expected and unexpected losses associated with each exposure is 

possible within the Asymptotic Single Risk Factor Model (ASRF) framework (Basel Committee on 

Banking Supervision, 2005a). Under certain conditions Vasicek (2002) showed that, Merton’s (1974) 

single asset model can naturally be extended to a specific ASRF credit portfolio model. The AIRB 

standard, which adopted these proposals,  imposes estimation of the three risk parameters, which are 

PD probability of default (PD), loss given default (LGD) and exposure at default (EAD). The first one is 

defined as the likelihood that a particular client will not repay his debt and fall into default in a 

determined extent of time. The default event is indicated by the default indicator variable that equals 

one if the uncertain default occurs, and zero otherwise (Hibbeln, 2010). Loss given default stands for 

economic loss, expressed as a percentage of exposure, which will not be recovered if the loan goes 

into default. EAD is the amount expressed in a particular currency, that obligor will have to repay in 

case of default. It consists of the current outstanding, which was already drawn, and a part of the 

commitment, which can be drawn and  introduces uncertainty, leading to estimate the Credit 

Conversion Factor (CCF) (cf. Gürtler et al., 2018, or Tong et al., 2016). Multiplication of these three 

elements results in Expected Loss (EL), which is a part of the loan pricing and takes a substantial role in 

the accounting for financial instruments (specifically impairment of financial assets) as IFRS 92 replaced 

the IAS 393 in 2018. What is more, PD, downturn4 LGD (dLGD) , downturn EAD (dEAD) and correlation 

parameter among loans are used as a part of the first pillar in Unexpected Losses (UL) calculation to 

obtain risk-adjusted capital requirements under Basel II Accord (see Figure 1).  

There are many areas where competitive advantage can be gained, when underlying risk of exposure 

can be properly reflected by risk parameters. Firstly, pricing, which reflects true risk of a client, can be 

used to select an acceptance level that correctly represent institution risk appetite. It leads to flexibility 

in the credit policy decision-making process, as the riskiness of default event and conditional loss can 

be managed simultaneously. What is more, even after default, collection (debt recovery) strategies 

can be set according to LGD estimates, where the soft collection can be assigned to cases with a low 

 
1 See the gap analysis in Prorokowski (2018). 
2 International Financial Reporting Standard promulgated by International Accounting Standards Board (IASB). 
3 International Accounting Standard 39: Financial Instruments: Recognition and Measurement. 
4 Final guidelines regarding downturn LGD estimation were presented by EBA in the document “Guidelines for 
the estimation of LGD appropriate for an economic downturn (‘Downturn LGD estimation’)” (2019). Following 
the document we define downturn LGD as LGD estimates appropriate for an economic downturn period. 
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value of LGD parameter and more decisive actions otherwise. Secondly, capital requirements 

calculated via the advanced approach are seen as more sensitive to the underlying risk of assets, as 

internal models can recognize detailed risk profile absorbed by institution. Pursuing less risky assets 

leads to regulatory capital reduction, which can be used for other business initiatives. Last but not 

least, the use of in-house PD, LGD and EAD make it possible to get deep insight into the impairment 

process, which lead to preparing stable and forward-looking forecasts of provisions. Financial 

institutions that can precisely justify the value of expected losses are perceived as more valuable for 

potential investors, influence the market valuation and raises competitiveness on the market (Montes 

et al. 2018). 

Figure 1 Expected and unexpected loss (Basel Committee on Banking Supervision, 2005a) 

 
Note: the formulas for expected and unexpected losses calculated within the Vasicek one-factor model are as follows (cf. 
Eqs (5.37) and (5.38) in Van Gestel and Baesens, 2009): 
𝐸𝐿𝑖 = 𝐸𝐴𝐷𝑖 ∙ 𝐿𝐺𝐷𝑖 ∙ 𝑃𝐷𝑖 ∙ 𝐷𝑖 

𝑈𝐿𝑖 = 𝑑𝐸𝐴𝐷𝑖 ∙ 𝑑𝐿𝐺𝐷𝑖 ∙ (𝛷 (
𝛷−1(𝑃𝐷𝑖)+√𝜌(𝑃𝐷𝑖)𝛷−1(99.9%)

√1−𝜌(𝑃𝐷𝑖)
) − 𝑃𝐷𝑖), 

where 𝛷(. ) denotes the cdf of a standard normal distribution, 𝜌(𝑃𝐷) is a function for the default correlation, 𝛾(𝑀𝑖) 
stands for maturity adjustment, 𝑑𝐸𝐴𝐷𝑖 and 𝑑𝐿𝐺𝐷𝑖 are downturn EAD and downturn LGD respectively, and where the 
single risk factor is fixed to a confidence level of 99.9%. 

 

Previously, researchers and practitioners mainly focused on the individual creditworthiness expressed 

in PD. As a result, various methods for estimating PD have been established. On the other hand, we 

observed a growing research on the LGD in the last few years. Despite the importance of this 

parameter, both in capital requirements calculation and from accounting perspective, there is still 

a lack of a standardized set of estimation methods or even an agreed list of potential risk drivers with 

rationale about directions in which LGD is pushed. The ultimate goal of this thesis is to propose an 

efficient methods of estimating LGD. The estimation task carries great challenge, starting from 

calculating the actual values, selecting sound risk drivers and functional form, ending with 

demonstration that an estimation method is appropriate to institutions activities and showing 

precise/conservative5 calibration results at the same time. Even if the definition of LGD according to 

Article 4 (22) of the Capital Requirements Regulation (CRR) is straightforward and expressed as a ratio 

of the loss on exposure due to the default of the counterparty to the amount outstanding at bankruptcy, 

it can be measured in four different ways. These alternatives are “workout LGD”, “market LGD”, 

 
5 Precise in case of IFRS 9, conservative for AIRB purposes. 
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“implied market LGD” and “implied historical LGD”. The latter two are considered implicit, as not 

established on realized LGD of defaulted facilities, but on spreads observed on non-defaulted loans, 

which approximate loss expectation of the market in the first case, and deriving LGD from realized 

losses and an estimate of default probabilities in second. Market LGD is applied by comparing market 

prices of bonds or commercial loans shortly after default with their par values. Finally, workout LGD is 

based on the institution owns loss and recovery experience. It is necessary to determine all recoveries 

and costs observed after default, discount them and compare with the value of defaulted exposure at 

the moment of default (see equation 1). Workout and market LGDs are called explicit as there is no 

need to extract information from selected sources, assuming that information about potential loss is 

accommodated inside but allows to compute it directly. It should also be noted that market and 

implied market LGD are measurable only on liquid markets making these methods impossible to use 

in specific circumstances. Given above, workout LGD should be in principle superior to other types of 

estimates, as it contains the most representative set of information to forecast future outcomes 

(European Banking Authority, 2017, p. 27). In the nominator of the workout LGD discounted cash flows 

are placed. Principal, interest and post-resolution payments, the book value of collateral realization, 

received fees, commissions, waivers and received money from selling the loan to a third party after 

write-off are the elements that affect its increase. Direct and indirect costs which decrease the 

nominator are legal expenses, administrator and receiver fees, liquidation expenses, staff salaries and 

other depending on institution structure. The definition of costs types that need to be included in the 

calculation cause serious complication, as it is not easy to assign each of it to particular loan, especially 

when it comes to split collection department salaries or court fees, when multiple loans are subject of 

the case. Although even if costs and recoveries are accessible, the workout approach suffers from the 

need of incorporating all defaults from the selected period into the sample. It means that also 

incomplete recoveries need to be taken into account, which results in having not fully observed 

dependent variable. Some approaches to deal with this issue can be found in Dermine and Neto (2006) 

or Rapisarda and Echeverry (2013). However, the common approach is based on treating incomplete 

defaults as completed (Baesens et al., 2016) which produces bias toward overestimation of the LGD.6 

One of the contributions of the thesis is to present a method for dealing with incomplete recovery 

processes, to reduce the bias coming from including/excluding them from the sample. 

Contrary to PD estimation there is no consensus, what are the main risk drivers affecting LGD. 

Numerous studies on retail loans have been performed, but conclusions sometimes exclude each 

other. Most often repeated EAD (Tong and Mues and Thomas, 2013, Kruger and Rosch, 2017, Yao and 

Crook and Andreeva, 2017), loan amount (Thomas and Mues and Matuszyk, 2010, Bastos, 2010, 

Brown, 2012), LTV (Leow, 2010, Brown, 2012, Anolli and Beccalli and Giordani, 2013), or loan type 

(Zhang and Thomas, 2012, Tows, 2015, Hwang and Chu, 2017) still are not perceived as standard set 

of explanatory variables. What is more, the relationship between explanatory variables and LGD is not 

well established. For example, Bastos (2010) reported loan amount to have a negative effect on 

recovery rate (so higher loan amount indicate higher LGD), but Thorburn (2000) was not able to 

confirm any significant relationship. Brown (2012) found that age of exposure has a negative effect on 

LGD, but Bellotti and Crook (2010) found contrary results. Recent research reveals that different 

portfolios can be described by various set of covariates, consequently the best way to achieve decent 

results is to start with as a comprehensive set of variables as possible, taking into consideration the 

economic justification of each one. Second contribution of the thesis reveals the connection between 

client-behavior oriented variables and the LGD, as a new set of risk drivers. 

 
6 Consider the situation when current LGD is equal to 10%, but final LGD will be equal 5% as additional recoveries 
for open case will be obtained in future. Including 10% in the sample directly, leads to overestimation. 
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Finally, several functional forms are subject to consideration, as LGD suffers from strong bimodality 

(Schuermann, 2004) and is bounded between 0 and 1 only theoretically. Looking at the typical 

distribution of recoveries, two distinct humps are revealed, so recovery rate and consequently LGD is 

either close to zero or close to one (see Figure 2). What is more, in some cases, LGD can exceed 

boundaries which is a consequence of (a) including direct and indirect costs of collection (LGD higher 

than 1 when there is no recovery at all), (b) selling collateral at a value higher than exposure (LGD lower 

than 0, most common for leasing). Such unconventional distribution can be modeled with 

sophisticated functional forms like the fractional response regression proposed in Qi and Zhao (2011), 

or so-called two-stage modeling presented inter alia in Tanoue, Kawada, Yamashita (2017) with the 

probability of no-loss, probability of full-loss and LGD prediction when the loss occurs. Each component 

is estimated via a suitable method and finally, assemble predicts final loss. Among these methods, beta 

regression, support vector machines, regression trees, or survival analysis can be distinguished 

(cf. Baesens et al., 2016). Such framework can help not only to handle bimodality but also non-linearity 

between predictors and dependent variable, which is very common phenomena in LGD modeling. 

Third contribution of the thesis broaden the two-stage approach to the mixture distributions of the in-

default events direction. 

Figure 2 Typical distribution of the LGD (Loterman et al., 2012; Tong, Mues, Thomas, 2013) 

  
 

The rest of introduction chapter is structured as follows. First, a detailed background of the regulatory 

environment, with emphasis on its implications on credit risk modeling, is demonstrated. Two 

standards play a crucial role: Basel II/III Capital Accord and IFRS 9. Then, the LGD estimation process is 

presented shortly. Finally, a list of contributions is given. 

1.1 Regulatory environment 
The financial sector is highly regulated, being under the control of external auditors as well as local 

authorities. This situation originates in (cf. Iwanicz-Drozdowska et al., 2017): 

- being a trustee of peoples savings, as banks lend money acquired from its clients, who need 

certainty, that at any time there will be a possibility to withdraw it, 

- being a bloodstream of the economy, realized in providing investment loans, billing or 

connecting business counterparts, 

- fulfilling functions of the state, like confirmation of the identity or split payment 

implementation. 

A lot of trusts must be put in place to provide these services, so both the banking sector and the state 

institutions make an effort to prevent a loss of confidence, as it can have severe implications to the 

economy as a whole. The regulators are keeping financial institutions from absorbing too much risk in 

their balance sheets and controlling that adopted methods are characterized by sound assumptions 
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and high level of understanding advantages and weaknesses. This is particularly important during 

assessing credit risk connected with the core activity, which is lending money. 

CRR  

According to Article 107(1) of the Capital Requirements Regulation, an institution shall apply either the 

Standardized Approach7 or, if permitted by the competent authorities, the Internal Rating Based 

Approach (IRBA) to calculate their risk-weighted exposure amount for credit risk. In addition, the IRBA 

requires a financial institution to develop the internal models for estimating the PD, the EAD and the 

LGD. Chapter 3 of the CRR regulates details of each parameter, but in the thesis we focus on the LGD. 

These requirements are essential if institution want to meet the standard, and some of them have 

direct influence on the estimation process: 

Article 174 allows institutions to use statistical models only if good predictive power can be proven, 

input variables form a reasonable and effective basis for the resulting predictors, and there are no 

material biases. 

Article 175(4) describes that methodologies used in statistical models should provide a detailed outline 

of the theory, assumptions and mathematical and empirical basis of models used to estimate the 

exposures. Also, out-of-time and out-of-sample performance tests should be used, indicating all the 

circumstances under which the model does not work effectively. 

Article 179(1)(f) orders to add to estimates a margin of conservatism related to the expected range of 

estimation errors. Consequently when methods and data are considered less satisfactory, the level of 

uncertainty is larger, and the margin of conservatism shall also be more extensive. 

Despite the general character of the document, the specific guidelines concerning LGD estimation are 

addressed, which narrows the field in which the bank can operate defining its estimators. Enlargement 

of these ideas was prepared by European Banking Authority (EBA) in the Guidelines on PD estimation, 

LGD estimation and the treatment of defaulted exposures (EBA/GL/2017/16), which was undertaken 

to reduce unjustified variability of risk parameters and own funds requirements. The guidelines focus 

on the definitions and modeling techniques used in the estimation of risk parameters. For this purpose, 

differentiation between model development and model calibration was proposed, so flexibility in 

terms of model development continues to be allowed. Still, calibration and the determination of capital 

requirements have to be identified objectively. Therefore, Chapter 6 of this document represents 

general requirements specific to LGD estimation, which are briefly introduced below. 

Article 101 recognizes default observation as a separate one only if there is  no return to default status 

in less than nine months after the first default ends. This means that two observations with time 

shorter than prescribed should be treated as one consequent default from the first moment when the 

default occurred. 

Article 104 allows to use several methods to estimate LGD, especially with respect to a different type 

of collateral, which makes two-stage approach, as well as any other functional form, feasible. 

Article 105 imposes an obligation to demonstrate that chosen methods are appropriate to the activities 

and type of exposures to which the estimates apply, and the ability to justify the theoretical 

assumptions underlying those methods should be proven. What is more, the methods used in LGD 

estimation should be consistent with the collection and recovery policies adopted by the institution 

 
7 Provided in Chapter 2 of the CRR. 
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and should take into account possible recovery scenarios. These could be particularly difficult when 

one wants to use a “black-box” method, like neural networks or SVM. 

Article 107 concern data requirements with one crucial point about covering all the defaults from the 

selected observation period. This means that no removal of winsorizing is allowed (except errors in 

data) when it comes to dependent variable and what is made in the most of the research. 

Article 108 treats incomplete recoveries as a part of the sample. Additionally, in article 153 incomplete 

recovery processes should be taken into account in a conservative manner. 

Article 121 specify a base list of risk drivers, which need to be included in the sample. In particular, it 

should cover transaction-related characteristics, obligor-related characteristics, institution-related 

factors and external factors. 

Article 151 allows weight observations (only for retail) in the estimation/calibration process to obtain 

more precise predictions of loss rates. But if some weights are set to zero or close to zero, there must 

be duly justification that it leads to more conservative estimates. 

Only these few points limit modeling techniques mainly in data manipulation (like removing outliers) 

or estimation (the clear connection between method and recovery policies). All the above 

articles/requirements need to be met simultaneously if one wants to build  IRB compliant model. 

IFRS 9 

The banks' second strategic and business challenge is adapting to the new environment under IFRS 9. 

Three main areas covered by this standard are: 

• classification and measurement of financial instruments, 

• impairment of financial assets, 

• hedge accounting. 

The previous standard was perceived as backwards-looking as it used incurred loss impairment model. 

Impairment of financial assets took place only if there was objective evidence of impairment as a result 

of a past event that occurred subsequent to the initial recognition of the financial asset. New standard 

base on forward-looking approach, which require lenders to recognize expected credit losses (ECL) 

over the life of financial instruments, either on 12-month or lifetime basis, depends on so-called three-

bucket approach (financial instruments without significant rise in credit risk, financial instruments with 

significant rise in credit risk and impaired financial assets). The standard does not provide a specific 

method for calculating ECL, but admits that it may vary depending on the financial asset and available 

information. There is still no consistent approach when it comes to modeling process, but most 

commonly rely on using internal AIRB models and utilize them to calculate both one-year and lifetime 

credit losses. To adopt this solution, one should take into account a set of restrictions imposed by 

IFRS 9: 

1. Institutions should use both internal and external information to calculate expected losses. 

This includes information about past events, current conditions, confirmed data about future 

events, and future macroeconomic situation. 

2. When using historical data, an adjustment to reflect the current and future economic situation 

must be performed. Statistical extrapolation of historical data is not sufficient for this purpose. 

3. In general, the use of the average values observed in the business cycle is not sufficient, and 

parameters should have more Point-in-Time philosophy (PIT) rather than Through-the-Cycle 

(TTC). TTC models generally  leave aside the state of the overall economy by excluding 
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macroeconomic variables. PIT models explicitly controls for the state of the economy (Baesens 

et al., 2016). It is particularly important for LGD estimates as the most common approach 

concerns bias towards TTC for LGD and EAD also, which would make EL estimate 

predominantly TTC, even if PD is more cyclical. 

4. The regulatory approach including a conservative buffer cannot be used. Downturn and 

indirect costs should be switched off in LGD calculation. 

5. From the accounting point of view (unlike Basel II/III), there are no specific requirements for 

data. The IASB8 expectation is based on the principle of the best available information, 

accessible without unnecessary costs or effort to obtain it. 

6. Cash flow discounting should use effective interest rate, not interbank funding rate + add-on 

like in regulatory approach. 

Taking above into consideration, there are strong premises to re-examine whole process of model 

building if financial institution want to calculate provisions in IFRS 9 manner, although logic and model 

structure developed under AIRB regime can be used to perform this task. However, it needs to be kept 

in mind that due to different samples, philosophies, discounting, etc., results will significantly differ. It 

is worth comparing obtained values as its compound produces Value at Risk, where accounting loss is 

a part of Expected Loss, and economic loss is a part of Unexpected Loss. 

1.2 Loss Given Default modeling 
Loss Given Default is the estimate of losses that the bank will face when customer or facility default. It 

is expressed as a percentage of EAD (Baesens et al., 2016): 

 
𝐿𝐺𝐷𝑖 = 1 − 𝑅𝑅𝑖 = 1 −

∑ 𝐶𝐹𝑖𝑡𝑑𝑡𝑡

𝐸𝐴𝐷𝑖
 

(1) 

 

where 𝐶𝐹𝑖𝑡 is the net cash flow at time t that comprises both positive and negative flows. Recoveries 

consist of principal, interest and post-resolution payments, the book value of collateral realization, 

received fees, commissions, waivers and received money from selling loan to third party after write-

off. On the costs side, there are legal expenses, administrator and receiver fees, liquidation expenses, 

staff salaries and additional drawings. Second element 𝑑𝑡 denotes discount factor, as all cash flows 

need to be expressed in a value appropriate at the moment of default. These could be risk-free rate 

plus premium in case of the AIRB approach, or effective interest rate for IFRS 9 purposes (cf. Bellini, 

2019). In the “workout approach” actual LGD is calculated for each default to achieve ultimate goal, 

which is assigning LGD estimate to non-defaulted and currently defaulted portfolio. Thus, it is a 

conditional parameter that aims to approximate how significant the loss will be if a non-defaulted 

client goes into default or a non-conditional parameter for defaulted customers when in-default loss 

is estimated. The estimation process can be divided into several steps described in Figure 3. 

Relevant perimeter 

Right at the beginning, when reference data set is created, default definition and business collection 

process fit should be ensured. The definition of default could be set on client level or on contract level, 

which implies different behavior of the contracts finally included in the sample as client level approach 

set all client contracts marked as default, even those without default trigger (such as days past due 

(DPD) or due amount). This is also connected with the collection process, as different approaches can 

be assigned to separate contracts or to various clients (in a client-oriented approach). Secondly, the 

 
8 International Accounting Standard Board. 
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time window should be as broad as possible (at least five years according to Basel II, but could be less 

in case of impairment models) to cover all recovery patterns. What is more, it should be checked how 

many incomplete defaults will be included in the estimation process (as a result of time window 

definition), how inclusion itself will look like and what is the relation of closed to open defaults in the 

sample (low values of this share could lead to less reliable estimates). 

Figure 3 Model development steps (based on Anolli, Beccalli, Giordani, 2013) 

 

Recovery flows 

In the second stage choice of discount rate should be made. As LGD represent economic loss, it should 

reflect costs of holding the defaulted asset over the workout period by taking into account two aspects, 

(a) time value of money and (b) risk premium for undiversifiable risk (Basel Committee on Banking 

Supervision, 2005b). Therefore, selecting a discount rate appropriate to these points is crucial in the 

estimation process, as the higher the discount rate, the higher is actual LGD. Maclachlan (2004) 

provides a survey of different approaches, and he distinguished: 

• Contractual contract rate, which is in most common usage. Interpretation is appealing as it 

should represent the cost of replacing the promised return on the defaulted loans. But is mixes 

the pre and post-default requirements for the returns and seems to have only little to do with 

explaining post-default LGD. For example, default can result in a change in expected cash flows 

Relevant 
perimeter

•Selecting proper time window

•Check data availability

•Default definition

•Closed/open defaults

Recovery 
flows

•Discount factor definition

•Selecting all suitable cash flows

•Discounting of cash flows

•Discuss the recovery process

Risk Drivers

•For segmentation and estimation purposes

•Borrower-specific information

•Collateral

•Product-specific information

•Macroeconomic information

Estimation

•Selecting functional form

•Selecting estimation method

•Estimation on defaulted contracts

•Applying to all portfolio exposures

Validation and 
monitoring

•Measure model performance on the current 
portfolio

•Monitor model periodically

•Calibrate/re-estimate when necessary



10 
 

relative to promised payments (like in the case of loan term modifications) which finally leads 

to a higher or lesser appropriate discount rate than a contractual one. 

• Lender’s Cost of Equity. As Maclachlan states, the rationale is that shareholders cover the cost 

of recapitalizing the bank’s balance sheet. This method mistakenly replaces the systematic risk 

of the defaulted debt with the risk of the bank. The risk premium mentioned in Basel II is not 

equal to bank’s spread, so taking lender’s cost of equity as a discount rate will lead to equating 

these two values. 

• Risk-free rate (+ add-on). This approach is highly recommended by EBA (European Banking 

Authority, 2017, p.32) and consists of two elements. First is predefined in advance risk-free 

rate (interim funding rate or some equivalent), second is given add-on which target is to 

remove unjustified variability in LGD estimates. In this definition discount rate should be 

focused on the uncertainty inherent in the recovery process rather than funding costs. The 

main problem connected with this approach is placed in the add-on structure. Removing 

variability could lead to selecting one add-on for all. Still, it does not seem to be correct as each 

portfolio (e.g. credit cards vs mortgage loans) is characterized by different patterns when it 

comes to recovery processes. 

• Ex-post Defaulted Bond Returns (not applicable for retail, so we will not discuss it here). 

Figure 4 Workout LGD (Baesens et al., 2016, p.273) 

 

The next step is selecting all appropriate cash flows from a given period. As stated before, cash flows 

consists of recoveries and costs. Recoveries can be obtained from client own payments, collaterals, 

guarantees, insurances and write-offs with sale. Own payments are the most typical source of 

recoveries in retail, as modern collection departments strategies lead to help client first, in order to 

continue a healthy relationship, and in case of no success, undertake legal actions. Then, when a 

secured loan is considered, recovery from collateral is possible, but it should be noted that such can 

carry more than one loan, so proper allocation need to be taken. Guarantee involves a third party 

willing to pay some part of the debt which is also a pattern in case of insurance, but the latter one can 

be initiated under some conditions (like losing a job). Finally, a write-off with sale is done mostly when 

there is nothing left to recover on the bank side, so an agreement with an external company is made 

and the package of credits is negotiated about the price. On the costs side, there is a need to include 

direct ones (connected strict to the analyzed contract) and indirect ones to represent the true value of 

economic loss. Committee of European Banking Supervisors (2005) states that workout and collection 

costs should include the costs of running the institution’s collection and workout  department, the costs  

of  outsourced services, and an appropriate percentage of other ongoing costs, unless an institution 

can demonstrate that these costs are not material. The most common approach to deal with this issue 
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is about calculating the time-weighted average of the workout costs divided by the total exposure at 

default. Other approach replaces total exposure by the recoveries amount (Baesens et al., 2016). At 

last, so-called Exposure at Workout needs to be defined as a value of principal and interest with which 

the client comes back to non-default status in case of repaying all due amounts. 

Figure 4 represents an example of the LGD calculation in the workout approach. The workout period 

can comprise numerously observation points at which cash flows are observed. The example given, 

represents calculated LGD in this approach as 1 – RR. 

Risk drivers 

The third stage considers risk drivers where five major quantifiable types of LGD predictors can be 

distinguished (Ozdemir, Miu, 2009): 

• collateral, 

• debt type and seniority class, 

• borrower-specific information, 

• industry/transaction/product-specific information, 

• country and regional macroeconomic information. 

 

In the case of retail, when collateral is considered, also guarantees and insurances are included. 

Besides the economic value of collateral, its character (commercial or non-commercial), market (liquid 

or illiquid) or type (flat, house, etc.) may serve as input. There are numerous conditions to meet if 

institution wants to include certain types of collaterals in their estimates described in sections 6.1.3, 

6.2.2 and 6.2.3 of European Banking Authority (2017) considering adequate value of repossession, 

haircuts reflecting errors in valuation, legal certainty, etc. These guidelines determine the usage of 

collaterals in the estimation process compliant with AIRB methodology. Secondly, debt type and 

seniority class concern bonds and specialized lending in the highest degree. Still, then there is 

information about the borrower, often omitted in LGD analysis focused on contract characteristics. 

Typically age, net income, product structure, savings, etc., are recognized as well-performing 

predictors of final recovery rate and should be included in the reference data always set when possible. 

Regarding industry/transaction/product information, the standard group of variables should include 

EAD, tenor, LTV or interest rate (compare with Tong, Mues, Thomas, 2013 or Yao et al., 2017). Finally, 

there is macroeconomic information which is also perceived as canonical LGD predictors, but in the 

case of retail, it is hard to demonstrate any dependencies which hold in long-run average. 

Nevertheless, variables like House Price Index, Unemployment Rate, Consumer Price Index or Gross 

Remuneration have a clear economic relationship with the LGD, thus can be considered as LGD 

predictors. All risk drivers mentioned above can be a part of the estimation process, but there is 

another way to include them into the model, which is segmentation. It could be a significant 

enhancement that can easily boost its predictive ability and interpretation capabilities. For non-

defaulted portfolio, the most common segmentations are by product type (secured/non-secured or 

with deterministic/stochastic repayment plan) or by EAD (small exposures vs big exposures). For 

defaulted portfolio, other dimensions are considered as time in default (0-6 months, 7-12 months, and 

so on) or recovery path (before/after collateral realization or in-house/agent collection). 

Estimation 

After observed LGDs have been computed and  risk drivers were selected, the estimation process is 

held. Usually, bank is interested both in determining LGD forecasts before default will happen and after 

the event as well. First is of great importance in setting capital buffers, second in provisions, but the 
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whole portfolio needs to be rated in each approach. Re-introducing the connection between LGD and 

RR: 

 𝐿𝐺𝐷 = 1 − 𝑅𝑅 (2) 

it is apparent that LGD is just a part of exposure that was not recovered. In general, there is no 

difference if LGD or RR is modeled. The elementary way of obtaining precise estimates of LGD is to 

apply a conditional mean model. At the beginning, a set of segments is distinguished (based on 

statistical verification or as an input from a panel of experts or a combination of both), and then 

average LGDs are computed for each segment. Then, the portfolio is segmented in the same way as 

the sample, and calculated averages are assigned as the estimates of LGD. Even if simplified, this 

approach can give results that are good enough, when initial approach is implemented. It can also 

serve as the benchmark for more sophisticated methods to see if introducing more complexity is 

justified. The second step in LGD estimation analysis usually includes various kinds of regression 

models. 

Below, we discuss canonical models for LGD: 

Linear Regression: 

 𝐿𝐺𝐷𝑖 = 𝑋𝑖
′β + 𝜀𝑖 (3) 

where hereinafter 𝑖 indicates consecutive observation and 𝑋𝑖 = (𝑋𝑖1, 𝑋𝑖2 … 𝑋𝑖𝐾)’ is 𝐾 × 1 vector of  

the risk drivers (explanatory variables) of observation 𝑖 and 𝛽 is 𝐾 × 1 vector of unknown regression 

parameters. 

Even if almost none of the linear regression assumption is met in LGD estimation, the method is still 

widely used, mainly because of straightforward interpretability of the estimates and the results. 

Recently it can be found in Yao et al. (2017) or in Tanoue, Kawada, Yamashita (2017). It can be a good 

choice if one want to perform an initial insight into data, set the benchmark or check linear relationship 

between LGD and risk drivers. However due to auto-correlation, non-normal distribution and 

heteroscedasticity of the error term 𝜀𝑖  it is not recommended to use it without comparison to other 

approaches. 

Fractional Response Regression: 

 𝐸(𝐿𝐺𝐷𝑖|𝑋𝑖) = 𝐺(𝑋𝑖
′β) (4) 

where 𝐸(⋅ |𝑋𝑖) is the conditional expectation and 𝐺 satisfies 0 < 𝐺(𝑧) < 1 for all 𝑧 𝜖 ℝ, eg., the logistic 

function  𝐺(𝑋𝑖
′β) =

exp(𝑋𝑖
′β)

1+exp(𝑋𝑖
′β)

 (see Papke and Wooldridge, 1996). 

In this kind of model only conditional mean needs to be correctly specified in order to obtain consistent 

estimators, which is undoubtedly big advantage in case of LGD estimation. This method was used with 

success in research by Bastos (2010) and Qi and Zhao (2011). However, it should be noted that the 

explained variable must come from a specific range, which is not always ensured in the case of recovery 

rate modeling. 

Beta Regression: 

 𝐺(𝜇𝑖) = 𝑋𝑖
′β  (5) 

where we assume that 𝐿𝐺𝐷𝑖  admits beta distribution Β(𝑝𝑖 , 𝑞𝑖) with parameters 𝑝𝑖 , 𝑞𝑖 > 0  such that 

the mean satisfies 𝜇𝑖 = 𝐸(𝐿𝐺𝐷𝑖|𝑋𝑖) =
𝑝𝑖

𝑝𝑖+𝑞𝑖
 , and 𝐺: (0,1) → 𝑅 is a link function (cf. Ferrari and Cribari-

Neto, 2004). As beta distribution is supported on (0; 1) there is a need to apply specific treatment to 

the values at the ends of the interval. Such regression is known for its ability to reflect many kinds of 
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probability density function just by tuning two parameters (unimodal, U-shaped, J-shaped and many 

more). Usage, with good performance, was shown in Chalupka and Kopecsni (2008), Bellotti and Crook 

(2012) or Tong, Mues, and Thomas (2013). But as Qi and Zhao (2011) argued, there is a need to 

investigate the model sensitivity to different parametrization resulting from data distortion or extreme 

values of LGD. Performance measures on the edges of the distribution can be significantly worse than 

in other methods. Both fractional response and beta regressions can be estimated by means of 

maximum likelihood methods.  

In the real-life application, most of these approaches do not provide a significant upgrade compared 

to conditional mean and still, performance measures are relatively poor. Nowadays, a switch to more 

complex methods can be observed (see Thomas, Mues, Matuszyk, 2010, Loterman et al., 2012 or 

Nazemi et al., 2017). The most popular group consisting of Regression Trees and Support Vector 

Machines. We obtain the estimates of hyperparameters of these methods by minimizing a selected 

criterion (see  Hastie, Tibshirani, Friedman, 2008). Tree-based methods recursively partition the 

original sample into smaller subsamples and then fit a model in each one. The algorithm evaluates 

every possible split (at each node, every variable and every value of this variable is checked) to find 

one which maximizes the decrease in impurity. Such an approach provides robust results when there 

are many non-linearities in data or when variables are highly correlated. On the other hand, the 

instability issue is well-known disadvantage, as well as the need to tune hyperparameters and lack of 

smoothness when it comes to the results (tree ends with a set of rules, so estimated values come from 

the discrete set). Models based on this approach can be found inter alia in Bastos (2010) or Brown 

(2012). 

Support Vector Machines were proposed by Vapnik (1995), and due to their ability to solve highly non-

linear problems, they have become more popular when estimating LGD (see Tobback et al., 2014 or 

Yao et al., 2017). Intuitively SVM maps the features to a higher dimensional space and tries to find 

a hyperplane that best fits the dependent variable. It produces non-linear regression by mapping the 

hyperplane from the transformed feature space. Mentioned kernel helps with finding non-linear 

dependencies, so like in tree-based methods, the structure of LGD and its predictors could be handled 

appropriately. SVM is perceived to be more stable than regression tree but still suffers from the need 

to calibrate hyperparameters, and in contrast to regression trees it is not interpretable in the desired 

way. Nevertheless, its usage is proven to give reliable results (see Nazemi et al., 2017 or Hurlin, 

Leymarie, Patin, 2018). 

Literature concerning LGD estimation methods is still growing and proposals like Bagging (Nazemi, 

Fabozzi, 2018), Tobit Regression (Tong, Mues, Thomas, 2013), Finite Mixture Models (Tows, 2015), 

Regression Splines (Miller, 2017), Survival Analysis (Zhang, Thomas, 2012), Quantile Regression (Kruger 

and Rosch, 2017), Neural Networks (Brown, 2012) or Markov Chains (Luo, Shevchenko, 2013) were 

also adapted for LGD predictions. 

All the approaches mentioned above form a group called one-stage LGD models, as focusing on 

estimating LGD as a whole in one step. However, nowadays, various kinds of decomposition of the LGD 

is being proposed, which is mainly about separate bi-modal distribution of the predicted phenomenon 

into two sub-models. There are at least two alternative approaches/two-stage LGD models: 

• Cure rate modeling, which includes the probability of no-loss (𝐿𝐺𝐷 = 0%) estimation. 

• Danger rate modeling, which introduces the probability of full-loss (𝐿𝐺𝐷 = 100%) estimation. 

First, probabilities of the events and then expected conditional severity are modeled and estimated. 

The combination of both components leads to the final LGD estimate. 
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 𝐸(𝐿𝐺𝐷𝑖) = 𝑃𝑟(𝑐𝑢𝑟𝑒𝑖) ∙ 𝐿𝐺𝐷𝑖,𝐿𝐺𝐷=0 + (1 − 𝑃𝑟(𝑐𝑢𝑟𝑒𝑖)) ∙ 𝐿𝐺𝐷𝑖,𝐿𝐺𝐷>0 (6) 

In the notation above 𝑃𝑟(𝑐𝑢𝑟𝑒𝑖) = 𝑃𝑟(𝐿𝐺𝐷𝑖 = 0%) denotes the probability of being cured, so exiting 

default with no-loss, 𝐿𝐺𝐷𝑖,𝐿𝐺𝐷=0 is estimated expected loss in case of being cured (it can be assumed 

to be 0, but if discounting effect is taken into account, this value can be greater than no loss at all) and 

𝐿𝐺𝐷𝑖,𝐿𝐺𝐷>0 is estimated loss for non-cured cases. In case of danger rate equation above is of similar 

structure: 

 𝐸(𝐿𝐺𝐷𝑖) = 𝑃𝑟(𝑓𝑢𝑙𝑙 𝑙𝑜𝑠𝑠𝑖) ∙ 𝐿𝐺𝐷𝑖,𝐿𝐺𝐷=1 + (1 − 𝑃𝑟(𝑓𝑢𝑙𝑙 𝑙𝑜𝑠𝑠𝑖)) ∙ 𝐿𝐺𝐷𝑖,𝐿𝐺𝐷<1 (7) 

This approach is called two-staged and appear to reflect the nature of the LGD more appropriately. 

However, as specific status-dependent samples need to be prepared for the estimation of various 

stages of default, one needs to have wide observation window to monitor status changes of credit 

exposure at each point during default duration. When it comes to loss severity, all the methods 

mentioned above can be applied, and for the probability of cure or full-loss new ones were proposed. 

The most evident is logistic regression, as it is widely used for binary classification (cf. Gruszczyński, 

2012). On the other hand, linear and quadratic discriminant analysis, decision trees (Brown, 2012) or 

least squares support vector classifier (Yao et al., 2017) can be distinguished. Two-stage modeling is 

gaining more and more popularity in academia and practice. It allows reflecting underlying recovery 

patterns being hidden in highlighted components, which could be the answer to reflecting bi-modal 

LGD distribution. Presently, developing this kind of constructions is the most promising way to obtain 

more precise estimates than those currently achieved. Finally, a new stream of estimation techniques 

arises nowadays, which is forecasts averaging. Closing contribution of the thesis utilize this concept to 

make a proper use of macroeconomic variables in the LGD estimation process. 

Validation and monitoring 

The final stage of the model development phase includes three actions that need to be undertaken 

right after estimation – validation, or at a specific time after model development - monitoring and re-

calibration/re-estimation. Validation tests a newly developed model on out-of-sample and/or out-of-

time data in order to evaluate the goodness of the estimates. In the LGD case, four areas need to be 

investigated (Ozdemir, Miu, 2009): 

1. Discriminatory power (low vs high values); 

2. The precision of the calibration (mainly realized in specified pools); 

3. Realization of the LGD risk rating philosophy; 

4. Testing homogeneity of the LGD risk ratings (sub-portfolio level). 

Limited data and large standard deviations associated with the U-shaped distribution (see Figure 2) of 

the LGD may create significant noise in any test based on exposure-by-exposure analysis, so there is a 

need to take each test with great care and on the appropriate level of granularity. In some cases, it is 

worth grouping observations in some predefined ranges to reduce the noise and get a more accurate 

view of the model results. 

The purpose of the discriminatory test is to validate the correctness of the ordinal ranking of the 

exposures by the model. If the analysis is done on the exposure level, we expect observations with 

high LGD to have, on average higher model value than otherwise. To assess the discriminatory power 

of a LGD model, the following tests are used: 

- Gini coefficient. It proves its usage in PD models, so adapting it in the LGD framework should 

be considered. 
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- The cumulative LGD accuracy ratio (CLAR) curve (see Ozdemir, Miu, 2009) can be treated as 

the equivalent of the Cumulative Accuracy Profile (CAP)9 curve in PD models performance 

analysis. In short, this construction is about the comparison of the cumulative percentage of 

correctly assigned realized LGD (in defined bands) on the vertical axis and the cumulative rate 

of observations in the predicted LGD bands on the  horizontal axis. Given perfect discrimination 

drawn line will is located on a 45-degree line. 

In the case of testing calibration of the LGD model, many different statistical tests were developed. 

Still, neither of them should be viewed in isolation but instead combined with other results to draw 

any definitive conclusion. Again, exposure-based or pool-based methodology can be assigned to each 

test but scarcity of data should be always taken into consideration: 

- MSE (Mean Squared Error) between realized and predicted LGD values, one of the most often 

used error-based metrics (Loterman et al., 2014), suffers from sensitiveness to extreme values 

and lack of reference level. 

- SSE (Sum of Squared Errors), which is valid only when developing several LGD models on the 

same sample. No reference level is provided. 

- Correlation coefficients between realized and predicted RRs, mainly Pearson’s, Spearman’s 

and Kendall’s. 

- TIC (Theil inequality coefficient) sets the mean squared error relative to the sum of the average 

quadratic realized and estimated LGD. It has two useful features. First, it accounts for the 

goodness of fit and robustness at the same time. Second, Theil found out that useful forecast 

can be made up to 𝑇𝐼𝐶 ≈ 0.15, which allows constructing a benchmark. 

- Regression Error Characteristic Curve, an equivalent for the receiver operating characteristic 

curve (ROC curve), provides a powerful tool for visualizing the distribution of regression errors. 

It plots the error tolerance on the horizontal axis and the percentage of points predicted within 

the tolerance on the vertical axis. The resulting curve estimates the cumulative distribution 

function of the error. 

- Central tendency error tests help assess whether the model tends to under- or over-estimate 

the true LGD. Mean of the test-set error is tested under a hypothesis set as 

𝐻0: 𝜇𝐸 = 0, 𝐻𝛼 : 𝜇𝐸 > 0, which can be done via t-test or Wilcoxon signed rank test. 

- Error dispersion tests are meant to detect whether test-set error distribution is getting wider. 

The F test and the Ansari-Bradley test allow to evaluate if this dispersion is wider on the new 

collected set than on the previous one and the test hypothesis is formulated like this: 

𝐻0: 𝜎𝑖𝑛
2 = 𝜎𝑜𝑢𝑡

2 , 𝐻𝛼 : 𝜎𝑖𝑛
2 > 𝜎𝑜𝑢𝑡

2 , where 𝜎𝑖𝑛
2  is a variance of test-set error and 𝜎𝑜𝑢𝑡

2  is a variance 

of training-set error. 

Testing the realization of risk rating philosophy concerns checking consistency with an adopted cyclical 

or acyclical approach over an economic cycle. Under a cyclical approach, predicted LGD should be 

synchronized with the cycle (PIT), whereas under acyclical predicted LGD should remain constant over 

the cycle (TTC). To assess the degree of cyclicality, mobility metric, like evaluating the absolute 

deviation and Euclidean distance between composed matrix and identity matrix, could be calculated 

(see Jafry and Schuermann, 2004). Finally, homogeneity testing provides further insight into the 

performance of the LGD model on the sub-portfolio level. When feasible this analysis can show if the 

homogeneity assumption of various LGD risk drivers is valid. 

After the validation, the developed solution needs to be subject to the monitoring process. The primary 

purpose of such is to verify the assumptions of the model (as a part of the qualitative analysis) and the 

 
9 See Basel Committee on Banking Supervision (2005c) for details. 
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correctness and stability of the parameters over time (as a part of the quantitative analysis). Regular 

monitoring should be handled at least annually, preferably quarterly. A qualitative analysis should 

include verification whether since last monitoring/calibration there have been significant changes in 

credit standards, credit policy or in legal environment regarding debt collection, bankruptcy law or 

collateral repossession that may affect the level of risk distribution or the scope of risk drivers in the 

portfolio covered by the model. Quantitative analysis should include backtesting broken down into all 

data gathered and only cases opened or resolved after model building. The same set of measures as in 

the validation process can be used to perform this task. Additionally, it is necessary to complete (Basel 

Committee on Banking Supervision, 2005c): 

• stability analysis of the estimates after changing timeframe, 

• comparison between the LGD estimates and relevant external data sources, taking into 

consideration different default definition, biases in external data samples and different 

measures of losses, 

• comparison between realized LGD of new defaulted exposures and their LGD estimates with 

consideration of model philosophy as realized losses are point in time and LGD model usually 

generates through the cycle estimates. 

All these examinations should lead to a decision if the model assumptions still hold or there is an area 

to implement modifications. The remedial actions set should consist of model calibration on 

new/changed timeframe, re-estimation or changing the model structure. 

The procedure of LGD model building, validation and monitoring imposes a complete understanding 

of each stage as the model developer should know where and how any change could be implemented. 

This is another argument against “black-box” approaches which could always lead to starting from the 

scratch, as there may not be an easy way to tune just a part of the model. Comprehensibility is often 

the key requirement, as all the users should be able to understand the logic behind the prediction of 

the model. Nevertheless, it should be noted that interpretable machine learning is still growing and 

can lead to the revision of the current perspective (cf. Chlebus, Kłosok, Biecek, 2020). 

1.3 Contributions 
The presented thesis consists of four essays dealing with the modeling and estimation of the LGD for 

retail contracts. In brief, four concepts are presented. First, the recommendation for unfinished 

defaults inclusion in the modeling sample is determined, as an inevitable part of the process not well 

developed in the literature so far. Second, the inclusion of new risk drivers connected to client behavior 

after granting credit is analyzed. Third, a new form of LGD decomposition is proposed, based not 

directly on the LGD distribution but rather on events that leads to the bi-modal shape. At last, forecast 

averaging way of macroeconomic variables inclusion in the LGD model is presented as a possible 

technique to combine idiosyncratic bank data with systematic factors related to macroeconomics. 

1.3.1 Modeling Recovery Rate for Incomplete Defaults using Time Varying Predictors 
The Internal Rating Based (IRB) approach requires that financial institutions estimate the Loss Given 

Default (LGD) parameter not only based on closed defaults but also considering partial recoveries from 

incomplete workouts. This is one of the key issues in preparing bias-free samples, as there is a need to 

estimate the remaining part of the recovery for incomplete defaults before including them in the 

modeling process. In this paper, a new approach is proposed, where parametric and non-parametric 

methods are presented to estimate the remaining part of the recovery for incomplete defaults, in pre-

defined intervals concerning sample selection bias. Additionally it is shown that recoveries are driven 

by different set of characteristics when default is aging. As an example, a study of major Polish bank is 
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presented, where regression tree outperforms other methods in the secured products segment, and 

fractional regression provides the best results for non-secured ones. 

Hypothesis 1: Remaining part of the incomplete default is driven by different characteristics, 

depending on the current status of credit exposure. 

Hypothesis 2: Secured and non-secured loans include different patterns, which can be reflected by 

non-parametric and parametric method consecutively. 

1.3.2 Beyond the contract. Client behavior from origination to default as the new set of the 

Loss Given Default risk drivers. 
Studies on modelling Loss Given Default (LGD) are becoming increasingly popular as it becomes the 

crucial parameter for setting the capital buffers under Basel II/Basel III and for calculating impairment 

of the financial assets under IFRS 9. The most recent literature on this topic, mainly focuses on the 

estimation methods and less on variables used in explaining LGD variability. The following study 

attempts to expand the part of modelling process by constructing a set of client behavior based 

predictors, which can be used to construct more precise models. The paper investigates economic 

justifications by means of empirical studies to examine the potential usage. The main novelty 

introduced in the paper is establishing connection between LGD and behavior of contract owner, not 

just the contract itself. Such approach results in the reduction of the values of selected error measures 

and consecutively improves forecasting ability. The effect is more visible in a parametric method 

(Ordinary Least Squares) than in a non-parametric (Regression Tree). The research suggests 

incorporating client-oriented information into LGD models. 

Hypothesis 3: Client behavior after loan granting becomes important part of loss given default risk 

drivers set. 

1.3.3 LGD decomposition using mixture distributions of in-default events 
Modeling loss in the case of default is a crucial task for financial institutions to support the decision 

making process in the risk management framework. It has become an inevitable part of modern debt 

collection strategies to keep promising loans on the banking book and to write off those that are not 

expected to be recovered at a satisfactory level. Research tends to model Loss Given Default directly 

or to decompose it based on the dependent variable distribution. Such an approach neglects the 

patterns which exist beneath the recovery process and are mainly driven by the activities made by 

collectors in the event of default. To overcome this problem, we propose a decomposition of the LGD 

model that integrates cures, partial recoveries, and write-offs into one equation, defined based on 

common collection strategies. Furthermore, various levels of data aggregation are applied to each 

component to reflect the domain that influences each stage of the default process. To assess the 

robustness of our approach, we propose a comparison with two benchmark models on two different 

datasets. We assess the goodness of fit on out-of-sample data and show that the proposed 

decomposition is more effective than state-of-the-art methods, maintaining a strong level of 

interpretability. 

Hypothesis 4: LGD decomposition based on in-default event leads to precision uplift. 

1.3.4 Forecast combination approach in the Loss Given Default estimation 
This paper examines a novel method of including macroeconomic variables into Loss Given Default 

models. The approach is transparent, and it easily translates changes in the overall credit environment 

into Expected Loss estimates, which is one of the crucial points that was recently introduced in the 

IFRS 9. We propose a forecast combination procedure that, separates the contract-based variables 

from the macroeconomic indicators. Two models are prepared and benchmarked to a single ordinary 



18 
 

least-squares (OLS) model. To combine the forecasts we use three approaches: the equal weighting 

scheme, the Granger-Ramanathan Method, and Mallows Model Averaging. We tested our predictions 

on out-of-time data and found that the forecast combination outperforms the single OLS model in 

terms of the selected forecast quality metrics. 

Hypothesis 5: Forecast averaging from models based on idiosyncratic and systematic variables 

separately, leads to precision improvement of long-term forecasts for LGD parameter.  
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1 Introduction
Basel II regulations on the Advanced Internal Rating Based approach permit financial
institutions calculate three risk parameters (Probability of Default - PD, Exposure
at Default - EAD, and Loss Given Default - LGD) in-house. Simultaneously with
this option, minimal technical standards and guidelines concerning estimation have
been described (Basel Committee on Banking Supervision 2017). Among them, four
methods of LGD calculation can be found. The first and, at the same time, the most
popular practice is “workout approach” (Basel Committee on Banking Supervision
2005, p. 4), which is based on discounting cash flows up to the moment of default in
reference to the amount of exposure from the same date. The second technique is the
implied historical LGD, based on the experience of total losses and PD estimates. The
third and fourth methods are market LGD, based on the prices of traded defaulted
loans, and implied market LGD, which is derived from non-defaulted bond prices
by means of an asset pricing model (Basel Committee on Banking Supervision 2005,
p. 12).
Due to the quality of estimates, the workout approach is preferred both by supervisors
and in the literature (Basel Committee on Banking Supervision 2017, p. 114 and
Anolli, Becalli, Giordani 2013, p. 92). However, for the sake of a complicated way
of defining and calculating the mentioned recovery amounts, as well as determining
the exposure at the moment of default, the workout is governed by a non-standard
number of guidelines. One of them states that it is essential to take into account all
observed defaults from the selected period (Basel Committee on Banking Supervision
2017, p. 34). Such a period should cover as broad information as possible so that
the financial institution can reflect the current debt collection process and policies
in the LGD model. Taking into consideration that debt recovery can last for several
years, in the selected sample there are cases where the process has started but not yet
finished at the moment of model preparation (so called open or incomplete default).
It leads to the state in which the value of a dependent variable is not known for part
of the observations, which is a consequence of its definition, usually referred to as the
recovery rate (RR):

RR =
∑n
t=1 CFt/(1 + d)t

EAD
, (1)

wherein the nominator sum of discounted cash flows is located and the denominator
contains Exposure at Default (Anolli, Becalli, Giordani 2013, p. 92). The need of
taking all defaults from selected period is problematic in cases where the final value
of the nominator is not known due to the open debt collection process. Even if
regulatory issues (Article 181(1)(a) of the Capital Requirements Regulation (CRR))
were not present, including only completed workouts would be not representative for
the modeled parameter, and also unjustified bias would be introduced connected to
the omitted cases. As stated by Rapisarda and Echeverry (2013), profiles of closed and
open defaults can result in different LGD, so properly reflecting such situation lead
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to more reliable estimates. In particular using only resolved cases in building LGD
model introduce downward bias as more short-lasted high-RR cases would be taken
into sample. On the other hand using unresolved cases as-is, end with upward bias,
as unresolved cases will on average have higher final RR as observed at the moment
of model preparation. In this paper we present a method of inclusion the unresolved
cases, using the estimate of the remaining part of RR, which will be realized in future,
to the resolved part of the sample. This leads to non-biased sample, which produces
non-biased LGD estimates. The more reliable are the results of partial RR estimation,
the more precise the final LGD output is, as then it possess all the patterns observed
during the historical period used in the model preparation.
Our first contribution is a time and collateral dependent sample preparation, which
aims to reduce bias connected primarily with the occurrence of different recovery
patterns in closed and open defaults samples. Direct estimation from closed cases
may lead to downward estimation bias. This is due to the fact that, among completed
cases, there are usually more relatively short ones which ended with full recovery. On
the other hand, among open defaults, reverse dependence is possible, so cases that are
in default status for a long time with a low recovery rate may prevail. To solve this
issue, we separately estimate partial recovery rate models in pre-defined sub-samples
to reflect inherent features of each. We split the sample by the time in default such
that different variables drives the recovery of 3-month default opposite to 30-month
default. What is more, we differentiate the state before and after collateral realization
for secured credits to include the change in client recovery pattern, when tangible
asset is lost. The second contribution is related to the potential superiority of non-
parametric methods in estimating the partial recovery rate over parametric ones in
terms of the precision of the estimates given. In Dermine and Neto (2006) or Bastos
(2010) additive or multiplicative version of the Kaplan-Meier estimator was used to
incorporate unresolved cases, as time in default and marginal recoveries were used to
estimation. Our idea is to build a different parametric and non-parametric models,
potentially using various predictors which should address the problem of non-linearity
between dependent and independent variables. Such methods are widely used in the
LGD modeling, but according to the author’s knowledge will be used for the first time
in the partial recoveries estimation. The conservativeness of the estimates could be
easily obtained in each solution (which is one of the major assumptions concerning
Basel II/III regulations), so the presented approach can be treated as part of the
discussion about the upcoming adjustments in Basel IV.
The process of estimating the recovery rate is held via fractional regression, beta
regression, regression trees and support vector machines, which are gaining more and
more popularity in both academic and business applications, as an alternative to the
canonical regression methods. All four approaches were previously used in the LGD
estimation, so we adopt them to predict the partial recovery rates not coincidentally.
The ultimate goal is to prepare a sample containing all defaults together with an
estimation of the remaining part of the recovery rate for open cases. This leads to
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more precise LGD estimates than those resulting from the estimation only based on
the sample with closed cases. In addition, performance of the methods is checked
on out-of-time data, which refers to defaults that are not closed at the moment of
estimation, but their realized value is already known in the validation set.
The structure of the paper is as follows. First, a review of the existing literature
both on the subject of overall LGD estimations, as well as those studies where the
problem of open cases is raised is presented. The second section discusses the sample
preparation method to take into account the problem of the different statuses of
open cases. The third section contains a brief description of the methods used in
the estimation. The fourth section demonstrates the conducted study on the training
sample carried out in 2015 and check the effectiveness of the methods on the out-of-
sample data from 2017. Finally, a summary of the results is presented along with a
suggested direction for further research.

2 Literature review
With the appearance of the settlements enclosed in the New Basel Capital Accord
(Basel II), the interest in modeling credit risk parameters both among practitioners
and in the academic environment increased dramatically. Although the approach to
each of them has been standardized since 2004, methods that are often a combination
of techniques previously described, or the application in a particular area of solutions
known from other fields, are still being developed. In the LGD parameter modeling
as classical methods averaging in pools (Izzi, Oricchio, Vitale 2012), linear regression
(Anolli, Becalli, Giordani 2013) and beta regression (Huang and Oosterlee 2011) can
be considered. These are also the methods most preferred by supervisors as well
recognized both in theoretical and interpretative terms. However, it is necessary to
notice the shift to more complex or even non-parametric methods, often inadequately
referred to as “black boxes”. Some of the most interesting proposals have been
included in works of Belotti and Crook (2007, decision trees), Luo and Shevchenko
(2013, Markov Chains), Brown (2012, neural networks and two-staged models) and
Siddiqi and Van Berkel (2012, scoring based methods usage).
However, the literature mentioned above in most cases does not discuss the subject
of the inadequacy of the sample; the modeling process begins when the dependent
variable is already completely prepared. The subject of open cases was initially
discussed in the paper by Dermine and Neto (2006), where the actuarial-based
mortality approach with the Kaplan-Meier estimator was used to determine the
recovery rate. Initially, Marginal Recovery Rates (MRR) in period t were determined
as cash flow paid at the end of period t divided by loan outstanding at time t. Secondly,
PULB (Percentage Unpaid Loan Balance at the end of period t) was calculated
as 1 − MRR, and finally, Cumulative Recovery Rate T periods after the default
was recognized as 1 −

∏T
t=1 PULBt. By using both completed and open cases,

recovery rate curves and exposure-weighted recovery rate curves for each period t
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were determined. A similar approach was used in Bastos (2010) with its explication
in Rapisarda and Echeverry (2013), where a reformulation from the exposure-weighted
Kaplan-Meier estimator to a default-weighted one was shown. This is viewed as more
appropriate to ensure compliance with supervisor guidelines. A second change was the
transition from the aggregation of recovery rates over time and then across exposure,
to aggregation recovery rates across exposure and then over time. The difference
is situated in the statement that in the first case, ultimate recovery rates must be
realizations of the same random variable whereas in the second recovery, profiles need
to be realizations of the same stochastic process (Rapisarda and Echeverry 2013, p.1).
Finally, the authors show distributions of recovery rates over time, which leads to
more precise LGD estimators than those based only on completed cases. An overview
of methods like the use of external databases, time criteria or the extrapolation of
future recoveries was described in Zięba (2017), where it was stated that extrapolation
gives the best results, both in terms of increasing the sample size and the impact of
the final LGD estimators. The most conservative approach has been presented in
Baesens, Roesch and Scheule (2016), where one of the proposals is to take account
of incomplete cases as if they were completed; however, it may lead to a revaluation
of the final LGD values. On the regulatory side, precise assumptions regarding the
treatment of open cases should appear together with the records of Basel IV (Nielsen
and Roth 2017, p. 72).
One of the aims of this study is to extend the existing literature with further methods
of estimating recovery rates for open cases, which is also in line with upcoming
regulations. Additionally, an attempt is made to reduce bias coming from the
possibility of differences in populations of open and closed defaults and the potential
revaluation of recovery rates based only on closed cases. Finally, described approach
is validated on out-of-time data.

3 A bias free sample design
This section provides an overview of the sample preparation process. The nature of
the recovery rate imposes at least three states in which an exposure with the premise
of default can be found.

Figure 1: Closed default. All recoveries were obtained before the reference date 

                                      

Time 

Recoveries 

                

Figure 1 illustrates a standard example in which the final recovery rate is known,
regardless of where the recoveries come from. Figures 2 and 3 demonstrates the
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Figure 2: Incomplete default with collateral realization before the reference date. It
is still possible to obtain recoveries from the client’s own payments 
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Figure 3: Incomplete default without collateral realization before the reference date.
It is still possible to obtain recoveries both from the client’s own payments and
collateral realization in the case of a secured product 
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Recoveries 

                                      

Time 

Recoveries 

situations where the recovery process has not been finalized and it is necessary to
estimate the remaining part of the recovery rate. At this stage, it seems essential
to distinguish secured exposures (e.g. by mortgage or vehicle), for which the process
differs radically before and after collateral realization. Before realization, the recovery
rate consists of the consumer’s own payments and a theoretically possible repayment
from the collateral; after realization, only the consumer’s own payments are possible,
but their motivation is significantly different from before. The recovery rate, taking
into account the above distinction, is calculated as follows:

RR =



RRpay +RRcoll, for closed default
(Fig. 1),

RRpay +RRcoll + R̂Rpay, for open default with collateral
realization (Fig. 2),

RRpay + R̂Rpay + R̂Rcoll, for open default without collateral
realization (Fig. 3),

(2)

where:
RR – recovery rate, as the dependent variable in the LGD model,
RRpay – actual value of the recovery rate from the client’s own payments,
RRcoll – actual value of the recovery rate from collateral realization,
R̂Rpay – predicted value of the partial recovery rate from the client’s own payments
for the period from the reference point to the end of recovery process,
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R̂Rcoll – predicted value of partial recovery rate from collateral realization for the
period from the reference point to the end of recovery process.
The reference point is understood as the date from which the data originate. The
actual values come from recoveries obtained before this date. The predicted values are
values estimated for the period from the reference point till the end of the recovery
process (it is not defined as a time period, rather any point in the future when
the process will finish). And although the reference date is the same for all cases
in the sample, for incomplete ones, the period from the moment of default till the
reference date is different. This is key information in the recovery process, because
the estimated recovery rate will be different for cases in which the default occurred
a month before the reference date to the cases where the default occurred five years
before the reference date. Therefore, for the needs of estimation, both closed and
open cases should be divided into sub-periods in which the estimation of parameters
will take place. The more granular the period selected, the more accurate the possible
results will be; however, excessive fragmentation may lead to instability of estimates,
as fewer and fewer observations will be involved in subsequent intervals.
Taking into consideration the remarks above, the recovery rate formula for open cases
can be transformed in a manner that depends on the time in default and the collateral
realization:

RR =
∑l
t=1 CFpayt/(1 + d)t

EAD
+
∑l
t=1 CFcollt/(1 + d)t

EAD
+ R̂R

l+1
pay + R̂R

l+1
coll, (3)

where:
CFpayt – cash flows from own payments up to the reference date carried out in
period t,
EAD – exposure at default,
l – the number of periods from the date of the default to the reference date,
CFcollt – cash flows from the collateral realization up to the reference date carried
out in period t,
R̂R

l+1
pay – estimated value of the partial recovery rate from own payments from the

moment l + 1 until the end of recovery process,
R̂R

l+1
coll – estimated value of the partial recovery rate from the collateral realization

from the moment l+ 1 until the end of recovery process in cases where the collateral
realization has not yet taken place.
This method of recovery rate construction is free from the bias caused by the selection
of the sample, as it contains appropriate patterns both for complete and open cases.
At this point, it is possible to determine a way to estimate R̂R

l+1
pay and R̂R

l+1
coll. At

each time interval, the actual recovery rates are calculated from the start time of the
interval (m) to the end of recovery process window (n) on the basis of complete cases.

RRmpay =
n∑

t=m

CFpayt
EAD(1 + d)t . (4)
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The result of this equation is population divided into sub-samples consists of cases
which lived long enough to be a part of each. Taking 6-months intervals as an example,

we can see that all cases are used to determine R̂R
l+1
pay for defaults being in interval

from 0 till 6 month, but only defaults which lived at least till month 60 are used to

estimate R̂R
l+1
pay for open cases being in interval from 60 till 66 month. The recovery

rate for R̂R
m

coll is calculated analogously, where m is time interval for which the
variable value is calculated. For example for 6-months periods, sum of recoveries
from the beginning of default to the end of recovery process is determined first. The
second period runs from the sixth month of recovery until the end of recovery process,
and so on. Such a construction allows us to create a set, on the basis of which it is
possible to estimate the partial recovery rate for each open case depending on: (i)
time in default, (ii) hitherto recovery from own payments, and (iii) recovery from
collateral realization.

4 Recovery rate estimation methods for open cases
The following section presents a brief summary of the methods used in recovery rates
modeling, which in our study are used in the process of partial recovery rate estimation
and is divided into two sub-sections corresponding to the groups convergent in terms of
theoretical assumptions. The first category consists of parametric methods in which
fractional regression and beta regression are presented. The second one contains
regression trees and support vector machines.

4.1 Parametric methods
The first method discussed in this subsection is fractional regression (FR). Its use for
LGD modeling was proven to give reasonable results, inter alia, in Belotti and Crook
(2009) or Bastos (2010). Detailed assumptions about this type of regression can be
found in Papke and Woolridge (1996). For the problem of estimating recovery rates, a
lack of assumptions about the distribution is crucial; only the conditional mean must
be correctly specified in order to obtain consistent estimators. Assuming that

E(yi | xi) = G(xiβ) = 1/[1 + exp(−xiβ)] (5)

the fractional logit model parameters β̂ can be estimated by maximizing the Bernoulli
log-likelihood function (as in binary logistic regression) (Papke and Woolridge 1996,
p. 621):

L(β̂) =
N∑
i=1

yi log[G(xiβ̂)] + (1− yi) log[1−G(xiβ̂)], (6)

where i = 1, ..., n, n is a sample size and xi is a vector of explanatory variables for
case i. However, it should be noted that the explained variable must come from a
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specific range (0 ≤ yi ≤ 1), which is not always ensured in the case of recovery rate
modeling (like where direct and indirect costs were added or collateral was sold at
price higher than EAD). The solution is to apply a linear transformation in the form
of classical unitarization:

R̃Ri =
RRi −min

i
{RRi}

max
i
{RRi} −min

i
{RRi}

. (7)

As a result of the above-mentioned normalization formula, the obtained transformed
recovery rates R̃Ri belong to the interval [0; 1]. Backward transformation is done
during out-of-sample verification.
The second method, which is gaining more and more popularity in LGD estimation,
is Beta Regression (BR). Besides the publications mentioned in Section 1, it can
be found in Chalupka and Kopecsni (2008), Stoyanov (2009) or Tong, Mues, and
Thomas (2013). What makes Beta Regression so popular is its flexibility in the case
of modeling quantities constrained in the interval (0; 1). Depending on the choice of
parameters, the probability density function can be unimodal, U-shaped, J-shaped or
uniform:

f(y) = Γ(α+ β)
Γ(α)Γ(β)y

α−1(1− y)β−1, (8)

where Γ(·) denotes the gamma function. It is assumed that α > 0 and β > 0. In
such a formulation, α pushes the density toward 0 and β toward 1. Without loss
of generality, these two parameters can be reformulated in terms of mean (µ) and
dispersion (assuming ϕ = α+ β) in the following way (Huang and Oosterlee 2011):

α = µϕ, β = (1− µ)ϕ. (9)

Within the framework of Generalized Linear Models (GLM), both µ and ϕ can be
modeled separately, with a location model for µ and a dispersion model for ϕ, using
two different or identical sets of covariates (Liu and Xin 2014). The mean model can
be expressed as:

g(µ) = γ0 +
∑
i

γiai, (10)

where ai denotes explanatory variables, γi coefficients and g is the monotonic,
differentiable link function. Since the expected mean µ is bounded by 0 and 1, logit
can be used as the link function:

g(µ) = log
(

µ

1− µ

)
. (11)

Dispersion parameter ϕ can be treated as fixed or it can be modeled by another GLM
(Huang, Oosterlee 2011):

h(ϕ) = ζ0 +
∑
i

ζiai, (12)
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where h is a link function and ζi are coefficients. The simplest way to achieve it is to
use:

ϕ = eζ0 +
∑
ζiai . (13)

4.2 Non-parametric methods
Tree-based methods (RT) recursively partition the original sample into smaller
subsamples and then fit a model in each one. The concept is clear and easy to
implement, yet the method is powerful and was adopted for LGD purposes inter alia
in Qi and Zhao (2011) or Van Berkel and Siddiqi (2012). To build a tree, an algorithm
is needed which, at each node t, evaluates the set of variable splits to find the best
one, i.e., the split s that maximizes the decrease in impurity (im) (Brown 2012, p.51):

∆im(s, t) = im(t)− pLim(tL)− pRim(tR), (14)

where pL and pR denote the proportion of observations associated with node t that
are sent to the left child node tL or to the right child node tR. In the case of a
continuous variable, like a recovery rate, regression trees are used and a standard
criterion for this type of model is minimizing the sum of squares

∑
(yi − ŷl)2 , which

leads to averaging recovery rate in region Rm as the value of each leaf:

ĉm = avg(yi | xi ∈ Rm). (15)

Finding the best partition is quite straightforward. First, splitting variable j and split
point s are selected, so a pair of half-planes can be defined:

R1(j, s) = {X | Xj ≤ s} and R2(j, s) = {X | Xj > s}. (16)

The second splitting variable j and split point s are searched to solve:

min
j,s

min
c1

∑
xi∈R1(j,s)

(yi − c1)2 + min
c2

∑
xi∈R2(j,s)

(yi − c2)2

 . (17)

For the choice of j and s, the inner minimization is solved by:

ĉ1 = avg(yi | xi ∈ R1(j, s)) and ĉ2 = avg(yi | xi ∈ R2(j, s)). (18)

After the first split is determined, the procedure is repeated on all regions (Hastie,
Tibshirani, and Friedman 2008, p. 307). The question arises when one should stop
growing each tree. This is another advantage of the described approach, as there are
many elegant methods to achieve this:

1. establishing a minimal impurity decrease,

2. fixing the maximal depth,
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3. selecting the minimal number of observation in a leaf.

These are also the most common methods of solving the instability issue, which is
often raised when tree-based models are used. The lack of estimates smoothness can
be considered as another drawback, as it can deteriorate performance in the regression
setting, where underlying function is expected to be smooth (Hastie, Tibshirani and
Friedman 2008). However in the case of partial recovery rate estimation, it is not an
issue, because we can define each region as different recovery pattern (specific scenario
which leads to particular value of partial RR).
The Support Vector Machine (SVM) is another non-parametric technique for
classification and regression problems used in LGD modeling more and more
frequently (see Loterman et al., 2012 or Yao, Crook, and Andreeva 2017). It produces
nonlinear boundaries by constructing a linear boundary in the transformed version of
the feature space. Formally, an SVM constructs a hyperplane or set of hyperplanes
in a potentially infinite dimensional space. The SVM finds this hyperplane using
support vectors and margins (defined by support vectors). In a regression model
(Hastie, Tibshirani, and Friedman 2008, p. 434):

f(x) = β0 +
M∑
m=1

βmhm(x), (19)

where hm(x) is a set of basis functions (by which we denote a function that augments
vector of X by additional variables via selected transformation, like hm(x) = xjxk or
hm(x) = log(xj)) and m = 1, 2, ...,M , the goal is to minimize:

L(β) =
N∑
i=1

V (yi − f(xi)) + λ

2 ‖β‖
2 (20)

for some general error measure V (r). Regardless of V (r) the solution of has the form:

f̂(x) =
n∑
i

α̂iK(x, xi), (21)

where K(x, y) =
∑M
m=1 hm(x)hm(y) and it denotes specific kernel. This allows SVM

to easily capture non-linear dependencies by using different kernel function. There are
many possible kernels, but in this study, the radial one is used with squared Euclidean
distance:

K(x, x′) = e−‖x−x
′‖2

/2σ2
. (22)
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5 Empirical analysis of partial Recovery Rates
In this section, an attempt to estimate the partial recovery rate is made using data
from one of the largest Polish banks applying the AIRB regime. A sample of completed
defaults from 2003 to 2015 is used for models preparation. These models then predicts
the recovery rate for open cases from the same time period, and finally, goodness of
fit is checked on a part of the sample where the recovery process finished during the
2015 – 2017 period. The process of parameter estimation is conducted in 6-months
intervals, so the first interval predicts the final recovery rate for cases whose default
lasted from 0 to 5 months, the second from 6 to 11 months, etc. We assume that
such a split is granular enough and allows to prepare stable models in each interval.
In presented models part of the recovery connected with the collateral (R̂Rcoll) is
included via Loan To Value (LTV) variable calculated at each point after default. To
reflect both possibilities drawn on Figure 2 and Figure 3, its construction is as follows:

LTVl =


Loan valuel

Collateral valuel
, if collateral was not sold in selected interval,

0, otherwise.
(23)

Additionally, we benchmarked our models to simple Naïve Markov chain in the form of
transition matrix (cf. Jarrow et al., 1997). We divided partial recoveries into classes,
taking into account only months since default, and estimate the final class according
to the initial class for each case. It is an equivalent of “mean prediction”, frequently
treated as a benchmark to more sophisticated methods or recovery rates estimation.

5.1 Sample description
As mentioned above, the sample is made up of default events which occurred between
2003 and 2015 and contains both secured (ML) and non-secured loans (NML). The
predictors were obtained at the moment of default and then at each point respectively.
This allows us to show the dynamic nature of characteristics during default window
and access variables specific to this stage of the process (like DPD or due amounts).
The proportion of completed and open cases is presented in Table 1. It clearly
demonstrates that this specific portfolio suffers from a huge share of open defaults.
Taking into account only the completed ones would lead to the removal of 46.53% of
secured and 62.15% of unsecured contracts, so there is no doubt that data selection
bias would be introduced. What is more, there is a significant difference in the
distribution of explanatory variables, as shown in Tables 2 and 3. This may cause
another problem with data representativeness.
The variables RRmpay and RRmcoll are prepared according to formulas from Section 2
in 6-month time intervals, and consist of both principal and interest recoveries. So,
each point in Figure 4 is a mean recovery rate from the beginning of the interval till
the end of the recovery process.
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Table 1: Proportion of closed cases in the sample by type of credit

Closed Open All

Secured 53.47% 46.53% 6 953
Non-secured 37.85% 62.15% 122 353

Table 2: Descriptive statistics for secured credits by label

Variable Label Mean 5th Pctl 25th Pctl 50th Pctl 75th Pctl 95th Pctl Max

EAD Closed 318k 38k 105k 207k 394k 942k 6.598k
Open 421k 60k 161k 297k 509k 1.167k 9.505k

Interest rate Closed 0.042 0.009 0.025 0.040 0.054 0.090 0.128
Open 0.037 0.009 0.013 0.034 0.050 0.089 0.160

Days past Closed 46.00 0 0 33 91 92 443
due (DPD) Open 49.20 0 13 46 91 91 1681

Tenor Closed 294 120 239 336 359 360 360
Open 306 155 240 358 359 360 360

Requested Closed 359k 54k 123k 236k 438k 1015k 7617k
amount Open 465k 78k 184k 330k 561k 1281k 9977k
Months on Closed 42.99 8 22 39 60 93 144
book (MOB) Open 50.19 12 31 47 68 97 143

Due principal Closed 3.4k 0 0 648 1843 7755 893k
Open 4.5k 0 322 1254 3006 11k 722k

Due interest Closed 1.6k 0 0 584 1592 6217 109k
Open 2.8k 0 210 891 2192 8k 135k

Principal Closed 321k 40k 106k 208k 340k 945k 7209k
Open 427k 60k 162k 302k 514k 1189k 12354k

Interest Closed 2.1k 23 347 868 2056 7482 130k
Open 2.8k 70 490 1214 2806 9662 172k

Due amount Closed 5.1k 0 0 1442 3709 14k 910k
Open 6.7k 0 782 2476 5531 19k 722k

LTV Closed 0.95 0.03 0.27 0.69 1.00 1.06 1.63
Open 1.06 0.05 0.30 0.76 1.00 1.32 1.78

Foreign Closed 0.77 0 1 1 1 1 1
currency Open 0.77 0 1 1 1 1 1

It can be seen that recoveries from the consumer’s own payments decrease over time,
which seems reasonable, as client motivation to repay diminishes with duration of
default and longer defaults are seen as more problematic (poor financial situation,
difficulties with reaching the customer, client goes into litigation, etc.). Also,
recoveries from secured loans are greater than non-secured ones, which indeed is
consistent with the findings from the previous studies (see e.g., Gurtler and Hibbeln
2013), as clients care more about losing their home or car as a consequence of a
default. Finally, the shape of the collateral RR curve results from the more discrete
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Table 3: Descriptive statistics for non-secured credits by label

Variable Label Mean 5th Pctl 25th Pctl 50th Pctl 75th Pctl 95th Pctl Max

EAD Closed 7.1k 85 2.4k 4k 5.8k 23k 808k
Open 12k 910 3.2k 5.5k 11k 47k 243k

Interest rate Closed 0.184 0.110 0.160 0.200 0.210 0.227 0.662
Open 0.168 0.098 0.144 0.169 0.200 0.230 0.590

Days past Closed 126.4 25 91 91 92 474 3132
due (DPD) Open 75.68 0 43 88 91 123 2201

Tenor Closed 16.06 12 12 12 12 60 120
Open 24.6 12 12 12 36 60 156

Requested Closed 8.1k 1.2k 3k 5k 6.9k 27k 1000k
amount Open 13.7k 1.3k 3.5k 5.6k 13k 50k 2400k
Months on Closed 22.36 5 9 16 30 58 138
book (MOB) Open 29.18 5 12 23 40 74 154

Due principal Closed 1.9k 1.92 431 623 1.1k 5.9k 800k
Open 1.6k 0 138 523 961 4.2k 425k

Due interest Closed 196 0.01 26 100 204 650 17k
Open 297 0 39 128 304 1.2k 43k

Principal Closed 6.9k 73 2.3k 3.8k 5.7k 23k 800k
Open 12k 889 3.1k 5.2k 11k 46k 2399k

Interest Closed 267 2.66 69 164 301 792 19k
Open 394 19 90 204 414 1.4k 43k

Due amount Closed 2.1k 26 526 746 1.4k 6.3k 808k
Open 1.9k 1.33 327 682 1.3k 5.2k 452k

construction of the process where collateral realization can happen (in general) once
in the default window, in contrast to RR from the client’s own payments, where the
client can repay the due amount using more than one transaction. The structure of
the sample in division by payers, non-payers and partial payers is shown in Figure
5. Diminishing number of payers along with relatively stable share of non-payers, in
great extend supports the conclusions drawn from analyzing the mean recovery rate
curves.

5.2 Models

We estimate RR till month in default equal to 60, as a result of sharp observation
number decrease after this interval. This effects with assigning values from the 60m
interval to every observation with months in default greater than 60, but no greater
than 96, when the values of average recoveries are set to zero. This is in line with the
general assumption that after a certain time, financial institutions no longer expect
any repayments (Basel Committee on Banking Supervision 2017, p. 34). Following
Section 2, twelve models for each method are prepared based on static and dynamic
variables presented in Tables 2 and 3. Point estimates are provided in the Appendix.
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Figure 4: Mean of the recovery rate at each point till the end of recovery process for
cases which lived in particular interval

ML ML – collateral only

  

NML

 

Figure 5: Number of observations in consecutive intervals in division by payers, non-
payers and partial payers

ML NML

  

Each column shows the information from the beginning of the interval till the end of recovery process
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Fractional regression
Due to highly correlated variables in our data set, we use L1 criterion for regularization
scheme to select the best set of predictors. Tables 4 and 5 summarizes the results in
the case of variables used, RMSE and the selected correlation measures (Pearson and
Spearman coefficients).

Table 4: Variables used in particular regression for consecutive intervals with RMSE
and correlation coefficients between realized and predicted partial RR (Fractional
Regression – secured products)

Variable 0 6 12 18 24 30 36 42 48 54 60

EAD

INTEREST RATE
√

DPD
√ √ √ √ √ √ √ √ √ √ √

TENOR

REQ. AMOUNT

MOB
√ √ √ √ √

DUE PRINCIPAL

DUE INTEREST

PRINCIPAL

INTEREST

DUE AMOUNT

LTV
√ √ √ √

FOREIGN
CURRENCY

RMSE .1329 .1795 .1879 .1962 .2265 .2419 .2612 .2592 .2998 .2649 .2673

PEARSON .2388 .3207 .3988 .4692 .4418 .4761 .5418 .6097 .5281 .5740 .6532

SPEARMAN .1956 .1084 .1547 .2157 .1758 .2052 .3490 .4653 .4411 .5023 .5680

First conclusion, that we can draw from Table 4 and Table 5, consist in recovery
pattern changes observable across time in default. The only variable significantly
important in all regressions is DPD, which means that along with the increase of
days-past-due partial recovery rate is decreasing over time. But as time in default
rise, we can see switch from contract based variables (interest rate, months on book)
to LTV. This is definitely something worth to examine. When client goes into default,
at the beginning his recoveries consist mainly of own payments (RRpay) and majority
of them deal with debt with their own strengths. But if default last for more than 42
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Table 5: Variables used in particular regression for consecutive intervals with RMSE
and correlation coefficients between realized and predicted partial RR (Fractional
Regression – non-secured products)

Variable 0 6 12 18 24 30 36 42 48 54 60
EAD
INTEREST RATE

√ √ √ √ √ √ √ √

DPD
√ √ √ √

TENOR
√ √

REQ. AMOUNT
MOB

√ √ √ √ √ √ √ √ √ √

DUE PRINCIPAL
DUE INTEREST
PRINCIPAL

√ √ √ √

INTEREST
DUE AMOUNT
RMSE .2995 .2883 .2682 .1750 .2345 .2215 .2139 .2120 .2266 .2422 .2385
PEARSON .3054 .3098 .2664 .2563 .2341 .2089 .2026 .2157 .2092 .1981 .2432
SPEARMAN .2303 .2824 .2321 .1521 .1154 .1046 .1079 .1613 .2076 .3064 .3783

months, then capability to repay worsens and the collateral is used more frequently to
compensate the remaining part of the debt. Collateral realization can introduce non-
linearity into the model, which could not be easily captured by fractional regression
and can be the reason for RMSE rising in latter intervals. It is also an unique
characteristic of secured credits, as being in default for more and more months usually
leads to involving court, bailiff or consumer bankruptcy. This events are not efficiently
modeled by contract characteristics only or even if so, then non-linear approach to
each case should be handled by different method, which is able to produce more robust
estimates for this intervals.
Non-secured credits behave similarly when it comes to recovery pattern change. At
the beginning we can see that static variables, like interest rate or tenor, are used
more frequently to estimate partial recovery rate. But in closing intervals DPD,
months on book and principal are of greater importance. We can conclude that at
the beginning it is difficult to predict partial recovery rate as similar contracts are
driven by the same characteristics to different RR levels, which is confirmed by higher
RMSE in initial intervals. After that stronger patterns appear derived by DPD and
MOB mainly and RMSE decreases (opposite to secured loans). The reason for this
could also be situated in specific collection department policy, which could be the
part of the process from some point (after DPD threshold exceeded for example).
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Beta regression
Due to highly correlated variables in our data set, we use L1 criterion for regularization
scheme to select the best set of predictors. Tables 6 and 7 summarizes the results in
the case of variables used, RMSE and the correlation parameters.

Table 6: Variables used in particular regression for consecutive intervals with
RMSE and correlation coefficients between realized and predicted partial RR (Beta
Regression – secured products)

Variable 0 6 12 18 24 30 36 42 48 54 60

EAD

INTEREST RATE
√ √

DPD
√ √ √ √ √ √ √ √ √ √ √

TENOR
√

REQ. AMOUNT
√ √

MOB
√ √ √ √ √ √ √

DUE PRINCIPAL

DUE INTEREST

PRINCIPAL

INTEREST
√

DUE AMOUNT

LTV
√ √ √

FOREIGN
CURRENCY

√ √

RMSE .1415 .1797 .1875 .1983 .2268 .2442 .2683 .2733 .3003 .2817 .2793

PEARSON .2150 .3231 .4082 .4680 .4485 .4862 .5247 .5779 .5591 .5089 .6331

SPEARMAN .2139 .1062 .1685 .2083 .2238 .2840 .4086 .5998 .5241 .4856 .5383

Beta regression is able to find more relationships with predictors than fractional
regression but it did not translate into better results on average. What is interesting
is a fact, that in BR collateral is important in one of the first stages, then this
importance is lost for a while, but finally like in FR it is main driver along with DPD
when it comes to secured loans. RMSE rises with time, which can be the result of
high complexity of defaults lasting years in default (like in FR).
An opposite arises with NML loans, where the biggest errors are observed again at
the beginning of the default. Here, motivation to repay is significantly different from
secured loans, so finding proper patterns in the data seems to be harder for the first
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Table 7: Variables used in particular regression for consecutive intervals with
RMSE and correlation coefficients between realized and predicted partial RR (Beta
Regression – non-secured products)

Variable 0 6 12 18 24 30 36 42 48 54 60
EAD
INTEREST RATE

√ √ √ √ √ √ √ √ √ √ √

DPD
√ √ √

TENOR
√ √ √ √ √

REQ. AMOUNT
√ √ √

MOB
√ √ √ √ √ √ √ √ √

DUE PRINCIPAL
DUE INTEREST

√ √

PRINCIPAL
√ √ √ √ √ √

INTEREST
√

DUE AMOUNT
RMSE .3048 .3048 .2865 .1842 .2540 .2411 .2361 .2356 .2507 .2634 .2592
PEARSON .3118 .3171 .2796 .2401 .2186 .2051 .1986 .2123 .2287 .2381 .2262
SPEARMAN .2736 .2955 .2405 .1635 .1396 .1094 .0990 .1599 .2996 .3582 .4856

year in default. Then there is a meaningful decrease in error for month 18, which
may suggest that the debt collection policy might result in write-offs or termination
at that time, and the model captures it. For month 24 and later, the RMSE is quite
stable, mainly due to the fact that there is no factor of collateral, so only customers’
own payments are modeled.

Regression Trees
As stated in Section 4.2, parametrization needs to be made to build a tree. For the sake
of the results comparison, we decide to select the same parameters for every tree, which
are ANOVA as the splitting selection method (applicable for continuous variables),
complexity parameter selected based on a 10-fold cross-validation, 10 as the maximum
depth (selected arbitrarily, but this constraint is not binding as no tree grew so deep)
and 30 as the minimum observations in a leaf (to get the statistical significance of the
mean). Such parametrization allows to avoid overfitting with building precise tree at
the same time.
On the sample selected for model building, it can be seen that regression trees give a
lower RMSE for latter intervals (compared to fractional and beta regression), which
suggests strong non-linearity between the recovery rate and the explanatory variables.
Initial intervals are comparable when it comes to error measure, although regression
tree is not limited by not correlated variable selection, which can be easily seen when
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Table 8: Variables used in particular tree for consecutive intervals with RMSE and
correlation coefficients between realized and predicted partial RR (Regression Tree –
secured products)

Variable 0 6 12 18 24 30 36 42 48 54 60

EAD
√ √ √ √ √ √ √

INTEREST RATE
√ √ √ √ √ √ √ √

DPD
√ √ √ √ √

TENOR
√ √ √ √

REQ. AMOUNT
√ √ √ √ √ √

MOB
√ √ √ √ √ √ √

DUE PRINCIPAL
√ √ √ √ √

DUE INTEREST
√ √ √ √ √ √ √

PRINCIPAL
√ √ √ √ √ √

INTEREST
√ √ √ √

DUE AMOUNT
√ √ √

LTV
√ √ √ √ √ √

FOREIGN
CURRENCY

RMSE .1268 .1726 .1790 .1870 .2078 .2168 .2373 .1923 .2103 .2202 .2023

PEARSON .3811 .4846 .5296 .5755 .5676 .6157 .6492 .8087 .8005 .7310 .8021

SPEARMAN .3199 .2409 .3670 .4567 .4599 .4643 .5586 .7402 .7652 .7114 .7706

one collate Table 8 with Table 6 or Table 9 with Table 7. Regression tree like BR find
collateral, expressed in terms of LTV, significant at the beginning and at the end of
recovery process.
For non-secured products EAD, interest rate, DPD and MOB are the main drivers,
significant in almost all intervals. However there are also variables which differentiate
RR at the initial stages of default, like tenor, requested amount or interest. This is
also coherent with statement, that each interval’s inherent features should be taken
into account, when partial RR are estimated.

Support Vector Machines
The final method also requires parametrization; however, in the plain version, only
variable classification (continuous) and the kernel (radial) need to be specified. Tables
10 and 11 summarize the results based on these assumptions.
It is particularly clear, that according to SVM, for secured products partial RR is
mainly driven by delinquencies (due principal, due interest, due amount). At the
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Table 9: Variables used in particular tree for consecutive intervals with RMSE and
correlation coefficients between realized and predicted partial RR (Regression Tree –
non-secured products)

Variable 0 6 12 18 24 30 36 42 48 54 60

EAD
√ √ √ √ √ √ √ √ √ √

INTEREST RATE
√ √ √ √ √ √ √ √ √

DPD
√ √ √ √ √ √ √ √ √ √ √

TENOR
√ √ √ √ √

REQ. AMOUNT
√ √

MOB
√ √ √ √ √ √ √ √ √ √

DUE PRINCIPAL
√ √ √ √ √ √ √ √

DUE INTEREST
√ √ √

PRINCIPAL
√ √ √ √ √ √ √

INTEREST
√ √ √

DUE AMOUNT
√ √

RMSE .3245 .3003 .2783 .2548 .2407 .2304 .2171 .2039 .2116 .2123 .1885
PEARSON .5004 .5563 .5417 .4953 .4696 .4347 .4281 .5203 .4781 .5113 .6412
SPEARMAN .3815 .5114 .4845 .4090 .4152 .3981 .4235 .5429 .5763 .6511 .6721

beginning more importance is found in EAD and principal, but finally DPD and
requested amount took its place. It seems that when client goes into default the main
drivers consist in how much he owe at this point and how much of this exposure is
past due. But after some time not going back to performing portfolio, his repaying
pattern is more dependent on number of days past due and initial amount as higher
amounts are generally harder to repay. RMSE for SVM shows lower values than other
methods on average, especially for latter intervals, which may be a good reason to
consider ensemble of models (but it is beyond this paper).
The most stable results, when it comes to variable selection, are made by SVM for
non-secured products. Due principal find its place in 11 out of 12 intervals, EAD in
10/12, interest and due amount in 9/12. Months on book and principal seems to be
more important after some time in default, but there is no clear evidence that some
variable is particularly meaningful only at the beginning stages. This can support the
fact that finding different patterns for the group of close intervals is crucial, as RMSE
for SVM achieve higher levels than for the other methods.

5.3 Out-of-sample verification

Using the data from 2017, compiled from cases marked as open in 2015 and closed
in 2017, Table 12 show the results of four considered estimation methods. For each
case, the time in default is calculated so that assignment to the proper interval could
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Table 10: Variables used in particular model for consecutive intervals with RMSE and
correlation coefficients between realized and predicted partial RR (SVM – secured
products)

Variable 0 6 12 18 24 30 36 42 48 54 60

EAD
√ √ √

INTEREST RATE

DPD
√ √ √ √ √

TENOR
√

REQ. AMOUNT
√ √ √ √

MOB
√ √ √ √ √

DUE PRINCIPAL
√ √ √ √ √ √ √ √ √ √

DUE INTEREST
√ √ √ √ √ √ √ √

PRINCIPAL
√ √ √

INTEREST
√ √ √ √ √ √

DUE AMOUNT
√ √ √ √ √ √ √ √ √

LTV
√

FOREIGN
CURRENCY

RMSE .1370 .1886 .1869 .1720 .1885 .1920 .2010 .1859 .2059 .1780 .2059

PEARSON .2541 .4700 .5873 .6761 .6732 .7183 .7662 .8232 .8102 .8399 .8000

SPEARMAN .3727 .6027 .6493 .6208 .6520 .6861 .7093 .7720 .7552 .8054 .7532

As SVM uses combination of all variables in each interval, five strongest are selected to show meaningful
results

be made. Then, the final estimated recovery rate is computed as:

R̂R = min(RRl + R̂R
l+1
pay + R̂R

l+1
coll, 1), (24)

where RRl denotes the recovery rate obtained till the moment of the reference point,
which is fixed as 02.2015. We limit the estimated value to 1, to avoid the recovery
being higher than the value of the clients’ obligations. Table 12 shows the values
of RMSE for each method with confidence intervals computed on 100 bootstrapped
samples.
The out-of-time predictions shows that for secured credits regression trees seems to
capture non-linearity in partial RR modeling with the highest accuracy, but SVM
also performs well. Regression trees are supported by its stability, when it comes to
comparing RMSE on whole sample and bootstrapped. Fractional regression and beta
regression performs significantly worse, as even confidence interval are not overlapping
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Table 11: Variables used in particular model for consecutive intervals with RMSE and
correlation coefficients between realized and predicted partial RR (SVM – non-secured
products)

Variable 0 6 12 18 24 30 36 42 48 54 60

EAD
√ √ √ √ √ √ √ √ √

INTEREST RATE
√

DPD
√ √

TENOR
REQ. AMOUNT

√

MOB
√ √ √ √ √

DUE PRINCIPAL
√ √ √ √ √ √ √ √ √ √

DUE INTEREST
√ √ √ √ √ √

PRINCIPAL
√ √ √ √ √

INTEREST
√ √ √ √ √ √ √ √

DUE AMOUNT
√ √ √ √ √ √ √ √

RMSE .3574 .3180 .2961 .2713 .2574 .2449 .2296 .2258 .2330 .2346 .2334
PEARSON .4156 .5270 .5129 .4667 .4377 .4220 .4236 .4537 .4460 .4835 .5106
SPEARMAN .3588 .4891 .4688 .4445 .4973 .5560 .5817 .6158 .6285 .6760 .6993

As SVM uses combination of all variables in each interval, five strongest are selected to show meaningful
results

Table 12: RMSE level for consecutive methods on the out-of-sample set. ML denotes
secured loans, and NML non-secured. Best measure is underlined

Method RMSE LCLM RMSE UCLM
Bootstrap

ML

Fractional Regression 0.2361 0.2336 0.2355 0.2375
Beta Regression 0.2413 0.2389 0.2410 0.2430
Regression Trees 0.2168 0.2149 0.2168 0.2187
Support Vector Machines 0.2197 0.2162 0.2179 0.2197
Naïve Markov Chain 0.2499 0.2477 0.2492 0.2507

NML

Fractional Regression 0.2871 0.2871 0.2875 0.2879
Beta Regression 0.3068 0.3064 0.3068 0.3071
Regression Trees 0.2891 0.2890 0.2895 0.2900
Support Vector Machines 0.3001 0.3000 0.3006 0.3012
Naïve Markov Chain 0.4336 0.4331 0.3236 0.4341

non-parametric methods values. The crucial thing here is the presence of collateral,
which can be realized in almost any point in time and paths leading to this scenario
are not captured well by parametric methods. On particular it can be a result of
collection strategy performed by the financial institution or the real estate market
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liquidity (or combination of both).
For non-secured loans fractional regression outperforms all other methods both in case
of whole sample RMSE, like in non-overlapping confidence intervals. As an alternative
regression trees can be viewed. Beta regression and SVMs give significantly worse
results, so here the choice is straightforward. The recovery process for credits without
collateral seems to be more linear, as it consists only of own payments made by the
client during default window. Such patterns can be described mainly by due amounts
and DPD, which in fact is done by every method used. And because relationship
between RR and these variables can be well described by distribution underlying
parametric method, these advantage is moved on out-of-sample data, where non-
parametric methods are slightly worse (regression tree) or significantly worse (SVM).
Comparing the results to the Naïve Markov Chain, it can be clearly seen, that the rise
in quality is relevant. Even the worse method in each segment is not comparable to
the selected benchmark (in terms of not overlapping confidence levels), which shows
material upgrade of presented approach.
The tasks for future research on partial RR estimation are as follows. Another
parametrization of Regression Trees and SVM, like choosing a different splitting
method or kernel, should be studied. The trees built in this paper are relatively
small, to prevent overfitting, but it looks like there is room to make it more complex
to obtain better estimates. Techniques like Random Forest or Gradient Boosting,
used, inter alia, in Papouskova and Hajek (2019), can lead to an improvement in
performance at the expense of interpretability. SVMs can also be reparametrized
with another kernel, like Sigmoid or Hyperbolic, which may reflect the pattern more
accurately. Partial Dependency Plots along with Individual Conditional Expectation
plots could be added to compare the results with our study. Secondly, interval range
is selected arbitrarily, so what is good for one institution, will not always work
well for another. Next studies can be broadened by interval selection basing on
the recovery patterns specific to the collection process. Thirdly, a reference data set
containing information about other risk drivers (such as credit bureau data or detailed
collateral characteristics) should be studied to find additional relevant dependencies
for consecutive intervals in partial recovery rates estimation.

6 Conclusions
This paper consider a method of estimating partial recovery rates for open cases,
basing on modeling recoveries in intervals, where explained variable consist of all
cash flows observed from the beginning of the interval till the end of recovery process
window. Two parametric and two non-parametric methods are applied on a sample
from a Polish commercial bank using AIRB regime to calculate LGD. The selection of
the methods was dictated by their robustness confirmed in previous studies (compare
with Bastos, 2010 and Yao, Crook, and Andreeva, 2017). Models are built on data
from 2003-2015 and validated on defaults closed during the 2015-2017 period. This
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study shows that different features drives recoveries when time in default progresses.
Recovery patterns are changing and reflect them properly can lead to producing more
precise estimates, which finally leads to bias reduction in LGD model, which is in
line with Rapisarda and Echeverry (2013) findings. In addition, it is confirmed which
method is more suitable to model partial recovery rate. We find that when secured
loans are considered, non-parametric methods are able to capture non-linearity,
mostly coming from collateral inclusion. Superiority of non-parametric methods was
also confirmed in other studies regarding LGD estimation, mention the Loterman
et al. (2012) or Tobback et al. (2014). Opposite is true for non-secured loans,
where fractional regression gave the best result, but regression trees are only slightly
worse. This finding is in opposition to some of the newest studies, but has support in
Belotti and Crook (2009), who shows superiority of OLS over selected non-parametric
methods. Our solution can be adopted as part of the planned Basel IV framework.
The Basel IV will require extended treatment of incomplete defaults compared to
previous regulations and consequently leads to more appropriate risk quantification
both for setting capital buffers and provision level in the current regulatory and
economic environment.
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ABSTRACT

Modeling loss given default has increased in popularity as it has become a crucial
parameter for establishing capital buffers under Basel II and III and for calculat-
ing the impairment of financial assets under the International Financial Reporting
Standard 9. The most recent literature on this topic focuses mainly on estimation
methods and less on the variables used to explain the variability in loss given default.
In this paper, we expand this part of the modeling process by constructing a set of
client-behavior-based predictors that can be used to construct more precise models,
and we investigate the economic justifications empirically to examine their poten-
tial usage. The main novelty introduced in this paper is the connection between loss
given default and the behavior of the contract owner, not just the contract itself.
This approach results in the reduction of the values of selected error measures and
progressively improves the forecasting ability. The effect is more visible in a para-
metric method (fractional regression) than in a nonparametric method (regression
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tree). Our findings support incorporating client-oriented information into loss given
default models.

Keywords: credit risk; retail; variable selection; recovery rate; loss given default.

1 INTRODUCTION AND LITERATURE REVIEW

Loss given default (LGD) estimation causes many methodological and calculation
problems, including the bimodal distribution (see Loterman et al 2012; Yao et al
2017), the need for a wide observation window,1 the inclusion of partial recover-
ies, and difficulties in identifying proper predictors. Current studies mainly focus on
finding new estimation methods, which can be more precise due to nonstandard stat-
istical procedures, including the recently exploited two-stage modeling approach.
In terms of applying new techniques, studies by Qi and Zhao (2011) and Brown
(2012) may serve as an example: Brown (2012) compared methods such as ordinary
least squares (OLS), beta regression, regression trees, least squares support vector
machines (SVMs) and neural networks; Qi and Zhao (2011) focused on fractional
response regression, inverse Gaussian regression, regression trees and neural net-
works. In addition, interesting approaches were adopted by Luo and Shevchenko
(2013), who used the Markov chain Monte Carlo method, and Witzany et al (2012),
who attempted to use survival time analysis techniques, in particular the proportional
Cox model and its modifications, for LGD estimation. Alternatively, Loterman et al
(2012) used two-stage modeling, which is becoming increasingly popular, by com-
bining logistic regression with neural networks, OLS with regression trees and OLS
with least squares SVMs, as well as many other methods.

The main issue in these types of models is the need to distinguish extreme LGD
values from the middle range of the distribution. Yao et al (2017) investigated the
problem in terms of classification (high and low values of LGD) and regression (val-
ues between high and low). They used the least squares support vector classifier and
a set of regression methods (OLS, fractional response regression, etc). The same
framework was also suggested by Gürtler and Hibbeln (2013), who tested a hypoth-
esis about the superiority of a two-step model over direct LGD regression in terms of
the coefficient of the determination measure. Based on these studies, as well as the
work of Huang and Oosterlee (2011), Liu and Xin (2014) and Nazemi and Fabozzi
(2018), we see a switch from canonical methods, such as OLS or historical aver-
aging, to regression trees, SVM or beta regression. These new LGD practices can
help with the bimodal LGD distribution either by being more flexible (eg, using beta

1 Some recoveries can last eight years or more.
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regression or regression trees) or by dividing it into regions in which the estimation
will give better results (two-stage models).

Less importance is attached to the issue of finding appropriate predictors that can
better explain the LGD variance and improve the forecasting ability.2 According to
the Basel Committee on Banking Supervision (2017, p. 30), institutions can consider
the factors related to transactions, obligors and institutions (in terms of an organiza-
tion’s recovery processes or legal frameworks). Significant attention has been paid
to choosing only the meaningful differentiating risk factors of transactions. Most of
the latest studies focusing on retail banking consider contract-driven information as
the predictors.3

There are three main sources of information when the set of predictors is to be
established in LGD modeling (Ozdemir and Miu 2009, p. 17).

(1) Contract: loan-to-value (LTV), exposure at default (EAD), loan term, etc.

(2) Client: previous default indicator, employment status, monthly income, etc.

(3) Macroeconomics: house price index (HPI), consumer price index (CPI), etc.

The main contribution of our study is that it investigates the potential sources of
risk driven by consumer behavior after credit is granted. Behavioral data is widely
used in other areas of risk management, such as probability of default (PD) estima-
tion (see Izzi et al 2012, p. 63; West 2000) or fraud detection (see Kovach and Rug-
giero 2011; Fiore et al 2019). However, our study is, to the best of our knowledge,
the first to add such wide-ranging data to the LGD model. We used transactional
data, application data (about credit but also the full spectrum of banking services)
and bank–client relation data to create new risk drivers, all with economic justifi-
cation explicitly given and checked using out-of-sample data to confirm robustness.
Our data set originated from a major Polish bank, where online communication (via
a personal computer or a cell phone) between the bank and its customers is the pri-
mary contact channel. This allowed us to state that the fulfillment of the variables
based on internet activity is sufficient4 and covers the complete business cycle.5

We checked whether the inclusion of the predictors describing the contract owner’s
behavior leads to an increase in the precision and discrimination of LGD estimates.
The research on estimation methods employs increasingly complicated structures,

2 Corporate bonds were studied in Schuermann (2004), and small and medium-sized enterprise
segments were studied in Chalupka and Kopecsni (2008).
3 See Table 2 for a comparison.
4 This is not always ensured in the case of LGD models, where at least a five-year time series is
needed to perform an estimation.
5 In line with the Basel II regulations (Basel Committee on Banking Supervision 2005, p. 65).
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in which the appropriateness of, and consistency with, collection and recovery poli-
cies can be difficult to demonstrate (as requested in Basel Committee on Banking
Supervision (2017, p. 74) and discussed in academia (see, for example, Martens et al
2011)). Thus, expanding the scope of information seems to be a reasonable choice
to provide the best estimates possible. While a comprehensive approach to clients
in LGD estimation is not widely recognized, it can be especially important in the
nonmortgage loan (NML) segment, because recovery rate (RR) variability cannot be
described by security possession. Assuming the new risk drivers have a significant
impact on the LGD estimates, we evaluated whether parametric or nonparametric
methods gave a larger increase in precision and discrimination.

The remainder of this paper is structured as follows. In Section 2, we propose
the set of predictors with a calculation method and a link to LGD. In Section 3,
we discuss champion and challenger approaches and goodness-of-fit measures. In
Section 4, we estimate a model with standard explanatory variables as a champion
approach. In Section 5, we discuss the challenger models with one or more new vari-
ables and goodness-of-fit measures to compare all variants. In Section 6, we present
our conclusions.

2 DATA AND A DESCRIPTION OF THE VARIABLES

Considering various ways of determining a dependent variable (Basel Committee on
Banking Supervision 2005, p. 4), let LGD be defined as

LGD D 1 � RR D 1 �
nX

tD1

CFt

.1C d/t

�
1

EAD

�
:

This is a so-called workout approach, where the LGD is determined as 1 minus the
sum of the discounted cashflows divided by the exposure at default (EAD) (Anolli
et al 2013, p. 92).

A data set of NMLs used in the analysis (with the LGD meeting the definition
above) was provided by a major Polish bank and consists of around 135 000 obser-
vations from May 2011 to December 2017. All the defaults come from nonsecured
portfolios containing credit cards, cash loans and revolving loans given to private
individuals or small and medium-sized enterprises (SMEs). Complete and incom-
plete cases were included in the reference data set, as the mean workout period was
relatively long (30 months for complete defaults) (see Tanoue et al 2017). In such
circumstances, the removal of incomplete defaults could lead to sample selection
bias.

Journal of Risk Model Validation www.risk.net/journals
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TABLE 1 Descriptive statistics of recovery rate for closed cases only and full sample.

Variable Minimum Q1 Mean Q3 Maximum

RR for closed cases 0.0000 0.2372 0.6764 0.9980 1.0000
RR for full sample 0.0000 0.2471 0.5527 0.9528 1.0000

To estimate the partial RR for incomplete defaults from the moment of data origi-
nation until the end of the default, we used an approach presented in Starosta (2020).
From the given methods, we chose the fractional regression model, which was the
best approach reported for NMLs. In a second step, we divided the sample into
10 subsamples (based on the time-in-default characteristic) and calculated the partial
RR from the start of the interval until the end of the default. Finally, we estimated
the models and assigned predicted values to the actual values.

The structure of the sample is different after including the incomplete cases, as
presented in Table 1. This is mainly the result of the long-lasting defaults character-
ized by low recoveries, where the litigation process is still in progress. Removal of
these cases could cause a serious underestimation of the LGD (Gürtler and Hibbeln
2013). The final distribution of the RR is presented in Figure 1.

As a benchmark, we estimated the model using the following standard set of
predictors:

� type of product (credit card, cash loan, revolving loan);

� interest rate;

� requested amount;

� time on the books;

� principal amount;

� interest amount;

� EAD;

� tenor;

� decreasing installment indicator;

� second applicant indicator;

� length of relationship;

� client age.

www.risk.net/journals Journal of Risk Model Validation
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FIGURE 1 Distribution of the recovery rate for full sample.
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The predictors in the above list generally coincide with the features from studies on
retail banking in which LTV, EAD, time on the books and loan size are the most com-
mon risk drivers. Table 2 summarizes these studies. We mainly considered contract-
driven indicators in our study, but we also included some client-based indicators. At
this stage, macroeconomic variables were not included in any version of the model.
This decision was driven mainly by the fact that there was no serious downturn period
in the sample window for the Polish market.

As shown in the next section, we extended the basic set of predictors by including
new factors that are not widely used in RR estimation but still have an economic
link with a modeled phenomenon. We mainly focus on the client-based indicators,
as there is almost nothing to add to the contract-driven indicators. We distinguished
three main data sources, also mentioned in the credit scoring literature (see Anderson
2007, p. 275): transactional data, behavior on credit accounts and applications for
other bank products.

2.1 Transactional data

The first new risk driver (cash dep acc) is the amount that the owner of the defaulted
contract has in any other deposit accounts. Here, the link to the RR is straightforward.
Having a “financial cushion” in the form of liquid assets such as cash makes it easier
to return to a nondefault portfolio in a time of financial distress. In this scenario, the
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client’s motivation to use these funds plays a significant role; the client’s decision can
be driven by the term of the deposit and the penalty for breaking it. Potentially, the
expected benefits from longer deposits, which are more difficult to withdraw in the
short term, could be greater than the benefits from repaying a loan. Although the size
of the impact must be measured, the general rule is that the final RR increases with
the amount of cash available on the deposit accounts. Variables can be determined
for different time horizons. In the basic version, this is the sum of the balances of the
deposit accounts at the time of the default. In a more complicated alternative, this
could be the mean balance from the last N months before the default.

The number of log-ins (n login) is the second variable analyzed. If a financial
institution has developed an effective internet banking system, at some point this
becomes the easiest channel of communication for its clients. Nowadays, functional-
ities such as fully automatic credit analysis, chats/video chats or brokerage account
management can be accessed via the internet without leaving home. Many clients
use the internet as their main form of communication; they only go to a bank branch
as a last resort. It is also useful for banks to know the best way to reach their clients.
The hypothesis concerning this point is about higher RRs for clients who use internet
banking more often, as they can be reached more easily by debt collection depart-
ments in the case of any financial difficulties. Similarly to cash dep acc, n login can
be checked at the time of default or during the last N months.

2.2 Behavior on credit products

There is less information on NMLs than secured loans; thus, every piece of data
should be considered as a potential factor. We therefore examined the connection
between the contract owners and the financial institution. It should be a positive sig-
nal for the RR that an NML owner also has a mortgage loan (ML). The motivation
related to repaying secured credit, where a house or a car is set as collateral, is signif-
icantly different from the case where a client has nothing tangible to lose. Empirical
studies have confirmed that RR values are higher for secured credit than for nonse-
cured credit (Basel Committee on Banking Supervision 2005, p. 74), which leads to
the hypothesis that possession of an ML contract by at least one owner leads to an
increased RR when the NML contract is analyzed:

ML indic D

(
1 if at least one contract owner has ML;

0 otherwise:

In a more conservative version, in order to assign an ML indic D 1 every owner has
to have an ML contract.
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Tenor and time on the books are widely known LGD predictors, and they are often
used in studies. However, when a financial institution has many different tenors on
offer, this could lead to a discrepancy in estimating the LGD for contracts with low
tenors when most of a sample consists of long tenors, and vice versa. One way to
deal with this situation is to use the credit life cycle phase instead of nominal tenor
and time on the books:

credit life cycle D
time on the books

tenor
:

Time on the books should always lie in the interval Œ0I 1�, and it should have a simple
interpretation in almost all cases. If the value of a variable is larger, is should be pos-
sible to obtain a greater recovery. It is assumed that the clients’ motivation to repay
credit is higher at the end of a schedule than at the beginning, when the perspective of
getting rid of a financial burden is farther away. Thus, instead of taking the contract
perspective expressed by the length of credit, the variable is presented from a client’s
perspective and is expressed by how many months are left on the loan or how close
the client is to full repayment.

Finally, we checked the information about delinquencies on any client contract in
the selected historical period. Stating the past due amount on the analyzed contract
as well as the other products owned can lead to lower RRs in comparison with clients
with a clean delinquency history. However, if another contract is past due, then the
collection department can take care of the rest of the client contract earlier. Thus,
depending on the collection policy, a positive impact can also be valid. We define
material delinquency as 30 days past due on an amount higher than 1% of EAD:

n delinq D
number of days with delinquency

number of days possessing credit product within last year
:

This variable can also be examined in the selected time period.

2.3 Requesting other bank products

During the life of a credit, the client’s cooperation with the bank can develop in dif-
ferent directions. Other credit products can be granted (or requested but not granted),
an application for deposit products can be filled out or insurance products can be
requested.6 All these events can affect the LGD in various ways, so we examined

6 Cooperation between banks and insurance companies is getting closer, and insurance connected
to repayment in the case of an unexpected event is now a standard add-on to any credit product.
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each of them with the use of binary variables, defined as follows:

insurance D

8̂<̂
:
1 if client bought insurance after initial credit was

granted;

0 otherwise;

next credit granted D

8̂<̂
:
1 if client got another loan after initial credit was

granted;

0 otherwise;

next credit app D

8̂<̂
:
1 if client applied for another loan after initial credit

was granted;

0 otherwise;

deposit D

8̂<̂
:
1 if client put a deposit down after initial credit was

granted;

0 otherwise:

The above features were selected to focus on expanding the potential determinants
of LGD in the following directions:

� client behavior on a deposit account (managing inflows and outflows, saving
propensity);

� degree of relationship with the bank (log-ons, but also channels of communi-
cation, possession of mobile applications, etc);

� product structure (requests for other products, both credit and insurance);

� seeking new relationships in core variables (inverting the perspective toward
the client).

In our study, at least one new proposition from the list presented above is formulated
to check the potential of each area. The results could suggest the most promising
area of investigation for future research.

3 METHODOLOGY

The champion and challenger approaches are used to evaluate performance or to
determine a set of benchmarking values (Apeh et al 2014). In our study, the cham-
pion method corresponds to the most effective model built with a standard set of
explanatory variables. Estimation occurs via two methods.

The first method is fractional regression (see Belotti and Crook 2009; Bastos
2010), which is viewed as being a good benchmark for more complicated meth-
ods, but also as having the desired properties and giving interpretable results that are
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preferred from a regulatory point of view:

E.RRi j xi / D
1

Œ1C exp.�xiˇ/�
;

where i D 1; : : : ; n, n is the sample size, ˇ are model parameters and xi is a vector
of the explanatory variables for case i . In the estimation process, forward, backward
and stepwise methods are used with a p-value of less than 0.05 as the criterion for
adding a variable. The maximum value of the correlation between the final set of
predictors is fixed at 80%. The variable with the higher loglikelihood is ultimately
used, and the second one is removed.

A second method is the regression tree method (see Bastos 2010; Qi and Zhao
2011), a nonparametric approach that, in theory, better reflects nonlinear dependen-
cies, such as in the LGD case. The interpretation is also straightforward, as this model
results in a set of rules (binary splits) that can be shown as a combination of “if–else”
statements. However, the method has some drawbacks, such as the potential insta-
bility connected to changes in the population or overfitting (Hastie et al 2008). It is
necessary to take great care when tuning hyperparameters of a tree to limit these two
issues. In this study, we implemented a standard set of tuning rules (see Qi and Zhao
2011; Nazemi and Fabozzi 2018).

(1) Select analysis of variance as the splitting selection method (applicable for
continuous variables).

(2) Determine the complexity parameter based on tenfold cross-validation.

(3) Calculate the value of the minimum observations in a leaf in the manner
proposed by Israel (1992):

n D
z2�2

"2
;

where z is the abscissa of the normal curve that cuts an area, " is the desired
level of precision at the tails and �2 is the variance of the LGD. The value
obtained is rounded up to the nearest integer.

(4) Assign a value of 5 to the hyperparameter to achieve stable and intuitive
results. This parametrization should lead to the tree, where the maximum depth
value should not be binding.

Each model is checked for precision and discrimination using the methods
described in Table 3 on a holdout sample consisting of 30% of the total. The remain-
ing 70% is used to train the model. We chose two methods – root mean square error
(RMSE) and mean absolute error (MAE) – to evaluate precision, and two meth-
ods – the Gini index and the cumulative LGD accuracy ratio (CLAR) – to assess
discrimination. Each of these proved useful in previous studies.

www.risk.net/journals Journal of Risk Model Validation



80 W. Starosta

TABLE 3 Precision and discrimination measures used in LGD model evaluation.

Measure Calculation Usage

RMSE

vuut1
n

nX
iD1

.LGDi �
bLGDi /

2 Bastos (2010)

MAE
1
n

nX
iD1

jLGDi �
bLGDi j Tanoue et al (2017)

Gini index� 2AUROC � 1 Zhang and Thomas (2012)

CLAR Bucketing predicted and realized LGD Ozdemir and Miu (2009)

�AUROC denotes area under receiver operating characteristic.

The precision values should be as low as possible, and the discrimination values
should be as high as possible. The calculation of the RMSE, MAE and CLAR does
not cause a major problem. However, in the case of the Gini coefficient we need to
make a clarification: because a variable is expected to be binary, we divided each
observation into two occurrences, and we assigned 1 to the first occurrence and 0 to
the second. We then calculated the weighted Gini index, where the weight for the first
case is the value of the RR and the weight for the second case is 1�RR. As there are
no official benchmarks for any of the selected measures, we compared each model
with all the others for all four measures. Additionally, we checked the increase in
performance compared with the naive classifier expressed as the average value from
the sample.

4 CHAMPION MODELS: EMPIRICAL RESULTS

4.1 Fractional regression

In each approach, we treated the RR as a dependent variable for the estimations. The
final form of the fractional regression model is presented in Table 4.

From the table, we can draw some straightforward conclusions related to the esti-
mates of the parameters. Both the length of relationship and the requested amount
positively influenced RR. The longer a customer stays with the bank, the higher the
proportion of debt that will be recovered after default, which is in line with the find-
ings reported in Tong et al (2013) and Yao et al (2017). The same can be stated for the
requested amount, where a positive sign was reported in Brown (2012) (in the same
study, the sign was negative for another data set). This may be connected with the
EAD estimate, which is negative, as reported by Tong et al (2013) and Tanoue et al
(2017): high EAD values result in fewer recoveries. The model aims to differentiate
cases with a high requested amount and a high EAD (there is still a high due amount,
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TABLE 4 Parameter estimates of regression model in the champion approach.

Standard
Parameter Estimate error p .>�2/

Intercept 0.6254 0.0269 <0.0001

EAD (in thousands) �0.0038 0.0012 0.0051

Length of relationship 0.00296 0.0002 <0.0001

Client age �0.0081 0.0006 <0.0001

Requested amount 0.0099 0.0009 <0.0001
(in thousands)

Tenor �0.0077 0.0003 <0.0001

Interest amount �0.0007 0.0001 <0.0001
(in thousands)

so there are lower recoveries) from a high requested amount and a low EAD (where
the greater part of the outstanding credit has already been repaid or limit usage was
low, so there is a chance to recover more, as the client could be more willing to
complete the repayment). At this point, a new variable, such as the EAD divided by
the requested amount, which can connect the two values mentioned above, may be
useful. However, to compare the full specification, we did not consider this. Then,
there is client age, which decreases the RR by 0.81% every year. To some extent, the
same conclusion can be found in Belotti and Crook (2009), where the impact was
estimated at the 0.346% level. The interest amount is the last variable included in the
model; it has a negative influence on the RR.

4.2 Regression trees

The second model, based on regression trees, was tuned as follows:

� the minimum number of observations in a leaf was set equal to 181;

� the number of cross-validations was set equal to 10;

� the complexity parameter was set equal to 0.0006348369l;

� the maximum depth was set equal to 5.

In comparison with the fractional regression model, four additional variables are
used to construct a tree; this is mainly due to the inclusion of nonlinear dependencies
and no further assumptions being made about the correlation between the predictors.
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TABLE 5 The importance of the variables used in tree construction.

Variable Importance

Interest amount 659.3
Principal amount 612.9
EAD 584.7
Requested amount 310.3
Interest rate 271.2
Tenor 242.1
Length of relationship 134.8
Months on book 49.4
Client age 5.9
Decreasing installment 2.5
indicator

Here, importance is the sum of the goodness of split measures for each split for which it was the primary variable,
plus the goodness for all splits in which it was a surrogate.

TABLE 6 Performance measures for the champion approaches.

Fractional Regression
Measure regression tree

RMSE 0.33242 0.32002
MAE 0.29378 0.27700
Gini (%) 20.08 26.01
CLAR 0.7338 0.7233

Table 5 shows the importance of each predictor; similar to the fractional regres-
sion method, the interest amount is one of the strongest predictors. Unsurprisingly,
the variables connected to principal and interest, and those derived from these two
variables, have the greatest impact on the RR prediction.

4.3 Comparison of the champion approaches

At this point, we analyzed the predictive accuracy to establish benchmarks that the
challenger approaches need to beat.

The results suggest that both methods perform well on this particular data set
(Table 6). The selected metrics are slightly in favor of the regression tree, but we are
not neglecting any method at this point. Globally, the performance indicators are not
very different from those reported in similar studies on nonmortgage products (see,
for example, Yao et al 2017). As previously mentioned, there is a body of literature
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about other sophisticated methods, but we did not focus on finding the best statistical
model. Thus, further research may be needed to obtain more insight about LGD
modeling for unsecured loans, both here and when using client behavior variables.

5 CHALLENGER APPROACH: EMPIRICAL RESULTS

In this section, we assess the performance of the newly created variables, first indi-
vidually, then in terms of their interactions. In the first path, the data set is reesti-
mated, and extended one variable at a time. This allows us to determine whether a
specific risk driver is relevant in the RR modeling process. Second, the entire set of
variables, both contract-level and client-level, is included in the estimation to verify
the hypothesis of a potential relationship between the RR and the contract owner
behavior.

The strongest influence, confirmed by six of the eight measures in both the para-
metric and nonparametric models, is exerted by credit life cycle. The precision of the
model was increased by 0.00473 in the case of MAE, and by 3.65 percentage points
in the case of Gini. This result suggests that inverting the perspective to a client view
can elicit new insight from the raw contract data. The sign is strongly positive, which
is compliant with the general assumption that being closer to full repayment has a
positive effect on the RR. Another “changing perspective” variable is the share of
EAD in a requested amount (or limit usage in the case of credit lines/credit cards),
which determines the profile of the repayment pattern, such as decreasing install-
ments, prepayments or high-volume usage. Each new variable achieves statistical
significance at a 0.05 p-value level when analyzed separately. In the regression tree
model, some of the variables (eg, the number of log-ins or the ML indicator) were
not used in any division.

In the next step of the challenger approach, we examine the estimation of the entire
training set using both base and new variables as predictors. In the fractional regres-
sion model, the base specification was used and all the new variables were added.
Because the correlation coefficient between the indicators next credit granted and
next credit approved was found to be 92%, the variable with the higher loglikelihood
was used. The assumptions discussed in Section 3 hold for a regression tree.

Seven of the eight new variables were found to be statistically significant, which
supports the hypothesis that the contract owner behavior is connected to the RR level
(see Table 8). The same can be stated for the regression tree model (Table 9).

Considering the signs of the parameters, three of the four assumed directions hold;
for the next three parameters, this direction is arguable. Being close to the end of the
credit term, with all other factors unchanged, has a positive effect on the RR, which is
a desirable property, as we expected it to work in the assumed direction. Taking into
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TABLE 7 Performance measures for challenger approach: one variable at a time.

(a) Fractional regression

Variable RMSE MAE Gini (%) CLAR

cash dep acc 0.33142 0.29273 20.79 0.7354
n login 0.33074 0.29270 21.94 0.7372
ML indic 0.33194 0.29292 20.34 0.7315
credit life cycle 0.32807 0.28905 23.73 0.7417
n delinq 0.33177 0.29295 20.61 0.7354
next credit granted 0.33232 0.29353 20.42 0.7344
next credit app 0.33219 0.29329 20.60 0.7349
deposit 0.33234 0.29355 19.81 0.7319
insurance 0.33171 0.29212 20.92 0.7361

(b) Regression tree

Variable RMSE MAE Gini (%) CLAR

cash dep acc 0.31982 0.27667 25.89 0.7189
n login 0.32002 0.27700 26.01 0.7233
ML indic 0.32002 0.27700 26.01 0.7233
credit life cycle 0.31796 0.27499 27.87 0.7275
n delinq 0.32035 0.27758 25.69 0.7311
next credit granted 0.32022 0.27512 26.12 0.7579
next credit app 0.32033 0.27487 26.06 0.7416
deposit 0.31978 0.27659 26.08 0.7241
insurance 0.31978 0.27659 26.08 0.7241

account the sum of cash on deposit accounts, we also found a positive coefficient
sign, which confirms the hypothesis presented in Section 2. We used the average
amount from the last three months before default in our study, but the analysis could
definitely be widened to a six- or even a twelve-month window to select the best
predictor. We should also consider that, in the selected portfolio, some clients may
only have a credit product at a financial institution (with no debit account). It appears
that the average RR for such clients can be found among clients with a positive
amount of cash in their deposit accounts.

The third and fourth variables discussed are the number of log-ins and the ML
indicator. Regarding the ML indicator, undoubtedly having an ML has a positive
effect on the RR. However, the number of log-ins reveals a different behavior than
expected. At the beginning, there is indeed a positive relationship, but a negative
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TABLE 8 Parameter estimates of regression model in the challenger approach (full set
of variables).

Standard
Parameter Estimate error p .>�2/

Intercept �0.2587 0.0437 <0.0001
EAD (in thousands) �0.0036 0.0004 <0.0001
Length of relationship 0.0030 0.0002 <0.0001
Client age �0.0094 0.0007 <0.0001
Tenor 0.0033 0.0004 <0.0001
Months on book �0.0045 0.0003 <0.0001
Sum of cash on deposit 0.0041 0.0003 <0.0001
accounts (in thousands)
ML indicator 0.4546 0.0346 <0.0001
Credit life cycle 1.5062 0.0426 <0.0001
Number of log-ins �0.0206 0.0012 <0.0001
Delinquencies 0.2042 0.0273 <0.0001
Insurance �0.1617 0.0144 <0.0001
Deposit �0.1588 0.0237 <0.0001

relationship develops as the number of log-ins increases. This suggests that, at some
point, the client may try to stabilize their situation by logging in frequently, but the
RR is not pushed in the desired direction. In this case, a change in the nonlinear
specification can be considered, such as adding the squared version of a particular
variable. Nevertheless, this behavior can be treated as unexpected, and it should be
more fully investigated in further studies. Delinquencies on the other contracts pos-
sessed by the client have a positive effect on the RR, which could be due to the
collection policy, as mentioned in Section 2.

The parameter sign for the last two variables is negative, but we did not make
any initial assumptions about their influence, which implies the need to confirm the
direction in further research.

In the regression tree model, the new variables have less influence, as the principal
amount and EAD still play a major role. However, the credit life cycle is presented
as one of the strongest risk drivers, and the indicator of the next credit application
is in the top half of all the variables in Table 9. Finally, the information presented in
Table 10 demonstrates the performance measures using behavioral characteristics.

The selected measures indicate that the new specification performs well. However,
this could still be the result of incorporating more independent variables, so more
research is required. To check the robustness of these metrics, a three-step validation
was performed.
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TABLE 9 The importance of the variables used in tree construction for the challenger
approach (full set of variables).

Variable Importance

Principal amount 616.3

EAD 614.5

Credit life cycle 555.2

Interest amount 526.9

Tenor 282.2

Requested amount 190.3

Indicator of next 170.7
credit application

Indicator of next 164.9
credit granted

Sum of cash on 150.7
deposit accounts

Months on book 148.9

Insurance 94.7

Number of log-ins 37.3

Length of relationship 19.7

Delinquencies 18.6

Decreasing 1.1
installment
indicator

Client age 0.1

(1) Calculate the Akaike information criterion (AIC) and the Bayesian informa-
tion criterion (BIC), which take the number of parameters into account and
penalize it. As the regression tree is a nonparametric estimation method, we
used the following equations to calculate the selected measures (Kuhn and
Johnson 2013):

AIC D n log.RSS/C ˛ number of leaves;

BIC D n log.RSS/C log.n/ number of leaves;

where RSS denotes the residual sum square.

(2) Estimate a naive classifier expressed as a mean and calculate the relative
change from this classifier to the champion model and to the challenger model
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TABLE 10 Performance measures for the challenger approach.

Fractional Regression
Measure regression tree

RMSE 0.32790 0.31746
MAE 0.28845 0.27332
Gini (%) 23.89 28.52
CLAR 0.7426 0.7931

TABLE 11 The AIC and BIC for the champion and challenger approaches.

Measure Champion Challenger

AIC fractional regression 128 203.74 126 198.68
BIC fractional regression 128 274.18 126 329.42
AIC regression tree �92 938.17 �93 585.30
BIC regression tree �95 852.01 �93 456.06

TABLE 12 Relative change (in percent) from naive classifier to the champion approach,
the challenger approach and the approach based only on new variables.

Only Only
Champion Champion Challenger Challenger new new

Measure FR RT FR RT FR RT

RMSE �3.10 �6.71 �4.41 �7.46 �3.80 �4.38
MAE �3.39 �8.91 �5.14 �10.12 �4.20 �5.09
CLAR 22.14 20.39 23.60 32.01 22.79 23.44

The first two rows are expected to be negative, and the last one positive. The Gini index cannot be computed for
the naive classifier as there is only one level of estimated value. FR, fractional regression. RT, regression tree.

for error measures, where

relative change D
measure �measurereference

measurereference
:

(3) Perform the estimation only on new variables to check whether the relative
change between this model and the naive classifier is at least as good as the
change between the champion model and the naive classifier.

The results in Tables 11 and 12 suggest that each approach performs better than a
sample mean, but the degree of goodness-of-fit is wide. Taking fractional regression
into consideration, the challenger model can be characterized by a material upgrade,
and adding new variables significantly boosts the precision and discrimination. The
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robustness of this approach is confirmed by the AIC, the BIC and the out-of-sample
precision. Moreover, only selecting the newly created variables seems to be better
than using the champion approach (for example, a �3:80 versus a �3:10 gain on
RMSE). This could stem from a greater linear dependency between the client-related
variables than between the contract-related variables for changes in the RR, which
is one of the assumptions of the fractional regression model. In addition, the AIC
and the BIC confirm a better fit for the model with the new predictors, which allows
us to say that the second model outperforms the base model, given the different
specifications. These findings are slightly less obvious for the regression tree model.
Even if our interpretation of the AIC and the BIC leads to the same conclusion as for
the fractional regression, the relative change between the champion and challenger
approaches is a little smaller, as is the influence of the new variables. In this situation,
the gain in performance measures is clearly smaller for the “only new” approach
than for the champion approach. We can argue that, taking into consideration this
particular data set, the regression tree benefited from nonlinearity in the predictors,
which reduced information gain from the client-oriented predictors. The same holds
in terms of the discrimination measure, where “only new” is less effective than the
champion approach but is still substantially better than a sample mean.

We believe that much more information, from the client, not just the contract,
could be used for the LGD/RR estimation. Different recovery patterns can be seen
for clients that are self-employed versus clients that are employed full time, or those
that have already repaid some of their other obligations in their credit history versus
new borrowers. More transactional data (such as the amount of inflows or payment
patterns) or geolocation data (indicating changing jobs) can be adopted. Even infor-
mation that is already available can be useful when used in a new manner, such as a
share of EAD in the requested amount or the dynamics of log-ins, not just the mean.
However, when creating new predictors, we should always consider their usefulness
for the PD models, so the correlation between PD and LGD can be properly reflected
in the capital requirements calculation.

6 CONCLUSION

The main aim of this study was to establish a connection between LGD and a new
set of contract owner-oriented variables. We based the study on a large sample of
NMLs from a Polish bank with an online communication system as a primary client
contact channel. Evaluation of their performance shows that these new predictors are
an effective supplement to the standard predictors, improving the LGD precision.

First, two techniques were applied to build champion models based on a standard
set of predictors (fractional regression and regression tree), and then the performance
of each new variable was checked and the estimation was performed on the entire set
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of variables. The regression tree method performed better than the fractional regres-
sion method in terms of the selected measures in both the champion and challenger
approaches.

Second, adding client-based variables significantly reduced the error measures and
increased discrimination in comparison with the champion approach; this upgrade is
greater when using the fractional regression method than the regression tree method.

Third, in comparison with a naive classifier, such as the mean, client-based vari-
ables can have a significant influence on LGD precision. Moreover, in the fractional
regression method, the impact of the client-based variables is the same as that of
the contract variables. For the regression tree method, the impact of the client-based
variables is half that of the contract variables.

We conclude that incorporating information about the contract owner’s behav-
iors plays a crucial role in the predictive accuracy of LGD modeling, and great care
should be taken when choosing an appropriate estimation method.
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Modeling loss in the case of default is a crucial task for financial institutions to support the decision 

making process in the risk management framework. It has become an inevitable part of modern debt 

collection strategies to keep promising loans on the banking book and to write off those that are not 

expected to be recovered at a satisfactory level. Research tends to model Loss Given Default directly or 

to decompose it based on the dependent variable distribution. Such an approach neglects the patterns 

which exist beneath the recovery process and are mainly driven by the activities made by collectors 

in the event of default. To overcome this problem, we propose a decomposition of the LGD model that 

integrates cures, partial recoveries, and write-offs into one equation, defined based on common collection 

strategies. Furthermore, various levels of data aggregation are applied to each component to reflect the 

domain that influences each stage of the default process. To assess the robustness of our approach, we 

propose a comparison with two benchmark models on two different datasets. We assess the goodness of 

fit on out-of-sample data and show that the proposed decomposition is more effective than state-of-the- 

art methods, maintaining a strong level of interpretability. 
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. Introduction 

Loss Given Default (LGD), determined in a workout approach, 

s a high uni-, bi-, or even multi-modally distributed credit risk 

arameter that is calculated in the advanced internal rating-based 

AIRB) approach. It makes estimation with well-known paramet- 

ic and non-parametric methods difficult, as even highly flexible 

pproaches like beta regression, which are capable of reproduc- 

ng the density of LGDs, are not able to reduce errors or explain 

ariability to a sufficient degree. Nowadays, more and more two- 

tage modeling frameworks are presented in the literature as a 

emedy for discriminating no-loss cases and full-loss cases, which 

ranslates to two modes of the LGD distribution. However, such 

n approach has significant weaknesses. Dividing the LGD into a 

ixture distribution of LGD = 0, LGD = 1, and a distribution center 

oes not take into account the recovery pattern which exists be- 

eath the modes mentioned above. A no-loss case can be the re- 

ult of (a) all due amounts being repaid by the client with little or 

o support from the collection department, (b) a new repayment 

chedule agreement between the client and the bank, or (c) collat- 

ral seizure which covers all remaining debt. These three paths are 

ainly driven by different patterns, which are put in the same bas- 

et by simply placing LGD = 0 cases in it. Secondly, a typical LGD 
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l

o
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istribution is concentrated in zero and one, but there are many 

alues close to 0 (but not exactly 0, due to discounting) for clients 

ho repaid the full amount some time after default, or close to 

 for clients who paid just once or who did not pay at all, which

mplies LGD over 1 when the direct and indirect costs of the work- 

ut process are added. Truncating observations in 1 and 0 leads to 

he removal of potentially useful data that are close to the peaks 

f the histogram and have the same recovery pattern. Thirdly, full- 

oss does not translate into a write-off, as write-offs can be done 

t any time during a default when the bank does not expect any 

urther recoveries (however, previous repayments are possible and 

ven frequent) or potential recoveries are threatened by a lack of 

ossibility to sell the collateral. The collateral impact on the recov- 

ry rate (RR) is different when we expect the client to capitalize it 

rom when the obligation is put on sale to a third-party. 

Our first contribution to the field of LGD modeling is a new LGD 

ecomposition using a mixture distribution of events that are con- 

ected to recovery patterns. We expect that this will lead to more 

recise and robust estimates, mainly because better predictors fit 

he modeled phenomenon. Additionally, the proposed model can 

e useful in setting collection strategies and performing respon- 

ive risk management actions, as selected events come from the 

ollection policy itself. We consider three patterns client could fol- 

ow: cures, write-offs and partial recoveries (not cures, nor write- 

ffs, but cases connected with collateral seizure, partial write-off, 
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estructuring, etc.). First, we estimated the probability of cure, de- 

ned based on activities widely used in the banking sector to man- 

ge relationships with clients in default. 2 Secondly, for non-cured 

ases, we defined and estimated the probability of write-off. Fi- 

ally, we prepared models conditional on the recovery pattern for 

ures, write-offs, and partial recoveries. The timeline connected 

ith these episodes is essential, which translates to the assump- 

ion that the events do not overlap. It means that cure is possi- 

le only for cases that meet the definition of returning to the per- 

orming portfolio without major actions by the collection depart- 

ent, including write-off. Then, defaults that are not cured and not 

ritten-off are treated as partial recoveries. Finally, a write-off is 

ossible only for the not cured part of the portfolio. The severities 

f the losses are modeled based on a combination of probabili- 

ies of the events and conditional recovery rate estimated on cases 

elonging to a specific path. Properly defining cure and write-off

vents allows us to prepare each part of the model based on an 

nherent set of information, which is our second contribution. To 

e specific, we define cure as a component that is connected di- 

ectly to the client, write-off as mainly outside the bank part of the 

rocess and the rest as contract and contract owner composition, 

s in standard LGD models presented in other studies. This allows 

s to link each component with different levels of data aggrega- 

ion and origination, and it reflects future collection department 

ctions, which will finally lead to more precise LGD estimates. 

The rest of the paper is structured as follows. Section 2 presents 

 literature review of both the factors that influence LGD as well as 

he two-stage models previously used in modeling the aforemen- 

ioned risk parameter. Section 3 defines each event used in LGD 

ecomposition, the level of the information used and the combin- 

ng mechanism of the predictions. Section 4 presents a brief de- 

cription of the estimation methods and the process of assessing 

he quality of the model. Section 5 describes the dataset of the 

ank loans used in this study. In Section 6 , empirical evidence is 

emonstrated, including interpretation of the parameters and com- 

arison of the model performances. Section 7 concludes. 

. Literature review 

.1. LGD predictors 

This paper relates to the literature of retail LGD estimation in 

he case of explanatory variables in several ways. First, we analyze 

ontract-based information. Collateral influence, which is supposed 

o be the main risk driver for secured loans, has been confirmed 

n Dermine and de Carvalho (2006) and Krüger and Rösch (2017) . 

oan to Value (LTV), which is inextricably linked to collateral, has 

lso been the subject of many studies, and its effect was checked 

oth for the haircut model ( Leow, 2010 ) and LGD ( Brown, 2012 ).

nother widely used variables are time on books ( Tong, Mues, 

nd Thomas, 2013 , or Yao, Crook, and Andreeva, 2017 ), loan size 

 Brown, 2012 or Do, Rösch, and Scheule, 2018 ) and interest rates 

 Leow, 2010 ). Additionally, in the set of LGD predictors we can 

lso distinguish arrears ( Brown, 2012 ), loan tenor ( Zhang, Thomas, 

012 ), or debt to value ( Tong et al., 2013 ). The results of all anal-

ses varied, as different sam ples and different methods were used 

o build the models. 

Moving on to information about the contract owner, first, the 

tudy of Belotti and Crook (2010) needs to be mentioned, as they 

sed various types of client data to build their LGD model, like 

ime with bank, income, or credit bureau score. Each proved its 

ignificance and intuitive influence on the dependent variable. The 
2 Debt collection activities and strategies can be found, inter alia, in Cornejo 

2007 , p. 191) or in Finlay (2009 , p. 207). 

o

e  

L

a

1188 
pplication score was one of the main risk drivers for Thomas, 

ues, and Matuszyk (2010) , where it was used to predict LGD 

alue for those with LGD > 0 , and in Tanoue, Kawada, and Ya- 

ashita (2017) where higher scores decreased the probability of 

ull recovery. Brown (2012) was able to find a relationship with 

he time at the bank and employment status. Yao et al. (2017) also 

sed client characteristics, such as binary variables that indicate a 

ustomer returning to order, or another indicating a customer be- 

ng on a repayment plan. Client specific information is also rec- 

mmended in other studies, such as Ozdemir and Miu (2009, p. 

7) or Anolli, Beccalli, and Giordani (2013 , p. 102). It might include 

he age of the customer, years in their current job, marital status, 

nd the borrower’s rating. 

The final set of predictors consists of macroeconomic indicators. 

heir influence is ambiguous, as most LGD variability, especially in 

he case of retail, is explained by banks’ idiosyncratic characteris- 

ics (mainly changes in collection policy), which makes a connec- 

ion with the economic cycle limited. One of the first approaches 

as made by Qi and Yang (2009) , who studied the recovery rate 

or residential mortgages. In addition to contract variables, they 

ried to find a relationship between House Price Index (HPI), House 

rice Ratio (HPR), and the economic downturn indicator. At the 

ame time, Belotti and Crook (2010) indicate the significance of 

ank interest rates and unemployment level. Leow (2010) checked 

 wide range of macroeconomic variables influence on different 

omponents of the model. For example, the unemployment rate 

nd HPI decrease the probability of repossession, and GDP growth, 

ith purchasing power growth affecting the haircut model. The 

irect impact of account characteristics vs. macroeconomic state 

as studied in Tobback, Martens, Van Gestel, and Baesens (2014) , 

here a set of 11 macro indicators was used to predict recovery 

ates. According to Yao et al. (2017) including the monthly unem- 

loyment rate, monthly Consumer Price Index (CPI), and monthly 

PI increases the R 2 measure only slightly. However, the direction 

f some covariates was discordant with the previous findings. Fi- 

ally, in the cross-regional work by Betz, Kellner, and Rösch (2018) , 

ystematic effects were found to be region- and macroeconomic 

ycle specific. 

.2. LGD models 

LGD distribution typically has two modes at zero and one (or 

ust one in the unimodal case). Previous research studied various 

inds of one-stage models (see Tong et al., 2013 ; Van Berkel, Sid- 

iqi, 2012 ), but in comparison to two-stage model, in many cases, 

heir ability to explain LGD variance was limited. Here, we focus 

n the literature concerning the two-stage approach as the ba- 

is for further considerations. To the best of our knowledge, the 

rst paper to introduce such an idea was Belotti and Crook (2010) . 

hey proposed a decision tree model that uses logistic regres- 

ion to model the special cases for full-loss and no-loss ( LGD = 1 

nd LGD = 0 ) as binary classification problems. Then, linear regres- 

ion model with OLS estimator was used to model cases in the 

iddle ( 0 < LGD < 1 ). They suggest that there are special condi-

ions that would make a customer repay either the full amount 

r nothing, rather than just a portion. The forecast from this ap- 

roach was set as the expected value from the three sub-models: 

 1 − p 0 )( p 1 + ( 1 − p 1 ) LG D i ) where p 0 was the probability of no- 

oss, p 1 was the probability of full-loss, and LG D i was a loss es- 

imated by a regression model. The accuracy of the model was 

hecked on a hold-out sample, and it was found that simple linear 

egression performed better than the two-stage model in the case 

f the R 2 measure. A similar approach was suggested in Thomas 

t al. (2010) . The data were split into cases where LGD ≤ 0 and

GD > 0 . A logistic model was built to separate these two groups, 

nd a linear regression was selected to estimate the values of LGD 
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elonging to 0 < LGD < 1 interval. The next study to consider was

he large research conducted by Loterman, Brown, Martens, Mues, 

nd Baesens (2012) . They proposed two alternatives to two-stage 

odeling. The first was the use of logistic regression to estimate 

he probability of LGD ending up at one of the peaks, 0 or 1. Then,

 linear or non-linear technique was built using only the obser- 

ations beyond the peaks. An LGD estimate was then estimated 

s the weighted average of the LGD at the peak and the estimate 

roduced by the second-stage model, where probabilities were the 

eights. The second proposition involved building an OLS model 

nd then, in the second stage, estimating the residuals from a lin- 

ar regression using a non-linear regression model. The estimate 

f the residuals was added to the OLS estimate to obtain a more 

ccurate LGD prediction. The least squares support vector classi- 

er (LS-SVC) was incorporated into the two-stage structure by Yao 

t al. (2017) . The framework was similar to that by Belotti and 

rook (2010) , with the following notation: RR = P a · ( P c + P b · R R reg ) , 
here RR is an expected recovery rate, and P a = P ( RR > 0 ) , P b =

 ( 0 < RR < 1 | RR > 0 ) , P c = P ( RR = 1 | RR > 0 ) and R R reg denotes the 

redicted value from the regression model. LS-SVC gave better re- 

ults than the logistic regression for the classification part, but 

here were no significant differences between models predicting 

 R reg . The conclusion was that LS-SVC combined with OLS regres- 

ion gave the best results compared to both the one-stage method 

nd different combinations of two-stage methods. The indirect ap- 

roach for in-default exposures was also proposed by Joubert et al. 

2018) . They use survival analysis to produce estimates for cure 

nd write-off probabilities, and the haircut regression model for 

he severity part. Finally, a three-step approach was proposed by 

o et al. (2018) where a joint probability framework for a default 

vent, cure event ( LGD = 0 ), and non-zero LGD event was set up.

n the dependent model (assuming dependence between stochas- 

ic processes), all the components were derived in one regression. 

n the independent structure (assuming independence between 

tochastic processes), three separate regressions were used (pro- 

it for both default and cure, and OLS for non-zero LGD). Further- 

ore, the OLS model for LGD was prepared. Verification was con- 

ucted on time-variant samples, and based on RMSE, they found 

hat the dependent structure outperforms the independent struc- 

ure and OLS. 

Additionally, more and more attention is put on the inter- 

retability of the LGD models. Modeling non-linearities by SVM 

an lead to high accuracy, but the comprehensibility of such an ap- 

roach is limited ( Martens, Baesens, Van Gestel, and Vanthienen, 

007 ). It is particularly important when modeling risk parame- 

ers, as both the users and the regulators should be able to under- 

tand the logic behind the predictions. Also, consistency with ex- 

sting domain knowledge should be maintained (see Martens, Van- 

hienen, Verbeke, and Baesens, 2011 or Maldonado, Bravo, Lopez, 

nd Perez, 2017 ). In a financial context, all of these are inevitable 

rom the perspective not only of model developers but also in- 

ernal validators, the management responsible for the application, 

odel users on daily basis (credit analyst, debt collection analysts, 

tc.), conduct regulators, and prudential regulators (see Bracke, 

atta, Jung, and Sen, 2019 for further discussion). According to the 

CBS ( Basel Committee on Banking Supervision, 2017 ) (a) the es- 

imation methods should be appropriate to institutions activities 

nd type of exposures, (b) institutions should be able to justify the 

heoretical assumptions underlying those methods, (c) the meth- 

ds should be consistent with collection and recovery policies, and 

d) should take into account possible recovery scenarios along with 

egal environment. 

In this paper, we expand the two-stage approach by model- 

ng cure and write-off probabilities, but also severities connected 

ith each default ending status. We shed light on cure and par- 

ial recovery severities for the first time in this type of study. The 
1189 
resented methodology can be used for any type of exposure and 

anking activity, but only if there is a possibility to properly con- 

ect the collection strategy to the cure and write-off events. Our 

pproach is consistent with postulates concerning comprehensibil- 

ty, understandable logic behind predictors, and existing domain 

nowledge. Additionally, we add to the above (a) an extended defi- 

ition of a cure event connected with widely used actions taken by 

he collection department, (b) a combining mechanism that results 

rom LGD decomposition based on the aforementioned cure and 

rite-off events, (c) a justification for using an inherent set of vari- 

bles to estimate different com ponents based on defined events, 

nd (d) connecting each component with a particular moment in 

he recovery process. Such a framework not only leads to the ef- 

cient management of in-default exposures, but it also helps with 

acilitating capital allocation on performing assets. 

. LGD decomposition 

Taking into consideration both interpretability and consistency 

ith recovery policies, we propose a decomposition of the LGD pa- 

ameter, derived from widely known collection department activi- 

ies driving the level of the recovery rate and the timeline of the 

efaulted asset in the state of default (cf. Finlay, 2009 ). The stan- 

ard path can be described as in Fig. 1 . 

We define a cure event (denoted as s i = 1 , where i indicates 

onsecutive observation) as a default (a) which returned to the per- 

orming portfolio, (b) with no major action taken by the collection 

epartment, and (c) where there was no write-off. This construc- 

ion allows the default to be marked as a cure only when the client 

xited the default status with little or no help from the bank. So, 

he first path is based on the client and his behavior, which pre- 

ents the default from going further into the process. Collateral in- 

ormation is not compulsory at this point (except for the informa- 

ion that credit itself is secured), as using collateral automatically 

oves the client into stage 2 ( s i = 2 ). 

Partial recovery results from numerous actions that can take 

lace in the collection department, excluding write-off (like col- 

ateral seizure, restructuring, partial write-off, termination of the 

greement, litigation, etc.). They mostly depend on the contract in- 

ormation (Days Past Due (DPD), exposure amount, due principal, 

tc.), collateral (type, value, construction year, etc.), and the client 

relation time with the bank, reachability, age, etc.). The important 

hing to note is that the LGD for stage 2 can still be 0 in the case

f collateral seizure, which covers all debts or restructuring with 

 new repayment schedule when the client and the bank change 

he agreement, but future inflows are secured. Still, partial write- 

ffs may occur, where a fraction of the exposure is treated as lost, 

lthough the rest is paid in full. This path aggregates the contract, 

ollateral, and contract owner information to estimate the recov- 

ry, bounded between cure and write-off. If the bank’s demands 

re met, the default ends. If not, the contract is moved to stage 3 

 s i = 3 ). 

A write-off, treated as an event that formally recognizes that an 

sset no longer has value, does not imply LGD = 1 in our notation. 

his action can be performed at any moment of the process, ex- 

luding cured cases. Except for when there was no repay at all, a 

rite-off can be executed when (a) there is still a significant unre- 

ayable amount of the exposure after collateral realization, or (b) 

he client repaid only a fraction of the exposure and then stopped. 

hat is more, the bank can complete a write-off by selling the 

ebt to a third-party. These amounts received from a specialized 

ompany should also be treated as positive cash flow in LGD de- 

ermination. In stage 3 ( s i = 3 ), we state that it is mainly contract

nformation that is required. Collateral, if applicable and the option 

f voluntary repayment had been exhausted, was used in stage 2. 

he price that can be obtained from the third-party also depends 
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Fig. 1. Stages (s) of the asset in a state of default. 

Table 1 

Connection between the origination of the explanatory variables and each component of the LGD decomposition. 

Stage 1: Cures Stage 2: Collection department Stage 3: Write-offs 

Aggregation level: Client 

- whole product structure, 

- behavioral data, 

- socio-demographic data. 

Aggregation level: Contract 

- contract-level data like 

tenor, Exposure at Default 

(EAD), etc., 

- collateral information, 

- contract owner information 

connected to the specific 

contract. 

Aggregation level: Contract 

- contract-level data like 

tenor, EAD, etc. 

Macroeconomic indicators 
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rimarily on the characteristic of the contract (DPD, exposure, pre- 

ious payments, etc.). 

The stages of the recovery process are summarized in Table 1 . 

e assume that the macroeconomic environment can influence all 

omponents but that disparate variables can affect each stage. 

Such distinctions leads to the framework in which five models 

re required: (a) the probability of the cure estimation operating 

n cures and non-cures, (b) the probability of the write-off esti- 

ation operating on non-cures, (c) the recovery rate estimation for 

ured cases operating on cures, (d) the recovery rate estimation for 

rite-offs operating on write-offs, (e) and the recovery rate esti- 

ation for partial recoveries operating on not cures nor write-offs. 

n this framework, the cures (stage 1), write-offs (stage 3), and par- 

ial recoveries (stage 2) are modeled separately and sequentially 

ith the use of the methods presented in Section 4 . Here, we in-

roduce the notation for the probability of cure: 

 r ( s i = 1 ) = ϕ p ( cure ) 

(
x 1 , i 

)
(1) 
1190 
robability of partial recoveries: 

 r ( s i = 2 | s i � = 1 ) = 1 − P ( s i = 3 | s i � = 1 ) (2) 

robability of write-off: 

 r ( s i = 3 | s i � = 1 ) = ϕ p ( write −of f ) 

(
x 2 , i 

)
(3) 

xpected RR for cures: 

 ( R R i | ( s i = 1 ) ) = ω cure 

(
x 3 , i , 

)
(4) 

xpected RR for partial recoveries: 

 ( R R i | ( s i = 2 , s i � = 1 ) ) = ω partial 

(
x 4 , i 

)
(5) 

xpected RR for write-offs: 

 ( R R i | ( s i = 3 , s i � = 1 ) ) = ω write −of f 

(
x 5 , i 

)
(6) 

here ϕ p( cure ) , ϕ p( write −of f ) , ω cure , ω partial , ω write −of f are regression 

r classification functions chosen to minimize the model cost func- 

ions or classification performance metrics (eg., likelihood func- 
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ion or residual sum of squares); x 1 , i , x 2 , i , x 3 , i , x 4 , i , x 5 , i denotes ex- 

lanatory variables 3 for the i th exposure in Eqs. (1) , ( 3 ), ( 4 ), ( 5 )

nd ( 6 ), s i ∈ { 1 , 2 , 3 } denotes the stage for the i th exposure; i in-
icates the consecutive observation. In order to complete the ex- 

ected ultimate recovery rate (EURR), a parallel combination is 

sed in a manner consistent with Loterman et al. (2012) : 

URR = E ( R R i ) = E ( R R i | s i = 1 ) Pr ( s i = 1 ) + E ( R R i | s i � = 1 ) Pr ( s i � = 1 ) 
= E ( R R i | s i = 1 ) Pr ( s i = 1 ) + Pr ( s i � = 1 ) (E ( R R i | s i = 2 , s i � = 1 ) Pr ( s i = 2 | s i � = 1 )

+ E(R R i | s = 3 , s � = 1) Pr ( s i = 3 | s i � = 1 ) ) = ω cure 

(
x 3 , i 

)
ϕ p ( cure ) 

(
x 1 , i 

)
+ 

(
1 − ϕ p ( cure ) 

(
x 1 , i 

))(
ω partial 

(
x 4 , i 

)(
1 − ϕ p ( write −of f ) 

(
x 2 , i 

))
+ ω write −of f 

(
x 5 , i 

)
ϕ p ( write −of f ) 

(
x 2 , i 

))
(7) 

By adopting such a mechanism we can assess the influence of 

ach component directly and in an intuitive way that reflects the 

ctivities performed by the collection departments. What is more, 

he collection strategy can be based directly on the results. Cases 

ith a high probability of cure can be treated with less attention, 

hich can release the resources for more complicated defaults. Re- 

overy from a write-off, on the other hand, can indicate which 

ontracts should be removed from the banking book at the first 

ossible term and which ones it is worth working with a little 

ore. The first part of the equation is responsible for quantifying 

he fraction of the recovery in the case of a cure event. Secondly, 

or the non-cured part, two more paths are possible. First, assess 

he fraction of the recovery in the case of a write-off; second, as- 

ess another fraction when there is neither a cure nor a write-off

vent. For each default event, all components need to be estimated 

nd combined with the rest. The result is that the whole equation 

ives the recovery rate, but it can be easily transformed into LGD 

s 1 − EURR . 

. Methods 

Within this section, we describe the set of methods used to es- 

imate the functions ϕ p( cure ) , ϕ p( write −of f ) , ω cure , ω partial , ω write −of f 

n (1), (3), (4), (5), (6), respectively and assess their quality. We 

se one parametric and one non-parametric technique to model 

ach component. When it comes to performance metrics, the fi- 

al LGD predictive power evaluation is the ultimate goal, but each 

omponent is also examined with a suitable metric. Discrimination 

ndicates how well the model ranks the observations. Calibration 

efers to the ability to provide precise estimates (as close to the 

bserved values as possible). A well-calibrated model should al- 

ays discriminate, but good discrimination ability does not imply 

ood calibration ( Loterman et al., 2012 ). To observe if the models 

re both discriminative and precise, each component is checked in 

oth dimensions. 

.1. Ordinary least squares (OLS) regression 

Ordinary least squares regression is the most common tech- 

ique used when estimating LGD; initially, it was the leading 

ethod, but nowadays, it is used mostly as a benchmark. OLS 

odel as a primary approach can be found in Covitz and Han 

2004) or in Acharya, Bharath, and Srinivasan (2007) , among oth- 

rs, while for its use as a supportive approach, the studies of Qi 

nd Zhao (2011) or Belotti and Crook (2010) may serve as an ex- 

mple. However, it is worth pointing out that in the study by 

elotti and Crook, OLS regression outperforms more sophisticated 

ethods like the Tobit regression model or regression tree. In our 

ramework we use the simplest version of the OLS regression in 
3 A full list of explanatory variables for each component is a part of Section 6.2 . 

k

a

s

1191 
he form of (considering RR for cures as an example): 

 cure ( x ) = 

ˆ β0 + 

∑ 

i 

ˆ βi x 3 ,i (8) 

here x 3 = [ 1 , x 3 , 1 , . . . , x 3 ,k ] 
′ represents the vector of covariates, 

nd ˆ βi represents the OLS estimates of parameter at x 3 ,i . 

.2. Logistic regression (LR) 

Logistic regression is the first choice when it comes to model- 

ng binary variables. It is widely used in estimating Probability of 

efault (PD) ( Anderson, 2007 , p. 42), and it is becoming increas- 

ngly popular in the case of LGD when binary events are being 

odeled. In our approach, logistic regression is used to model cure 

nd write-off events in the standard form (for cure probability as 

n example): 

 p ( cure ) ( x ) = 1 / 

( 

1 + exp 

( 

−
( 

ˆ β0 + 

∑ 

i 

ˆ βi x 1 ,i 

) ) ) 

. (9) 

It is assumed that each event takes only two values (0 or 1), 

hich translates into cure/non-cure and write-off/not written-off

ases. 

.3. Classification and regression trees (CART) 

Tree-based methods recursively partition the original sample 

nto smaller subsamples and then fit a model in each one, and they 

re one of the most commonly used methods in LGD estimation 

owadays (see Loterman et al., 2012 or Nazemi, Fatemi Pour, Hei- 

enreich, and Fabozzi, 2017 ). CART can be used both for classifica- 

ion and regression problems. The initial idea is the same and in- 

olves reducing impurity by finding the best split which minimizes 

quared-errors in case of regression or Gini index in case of classi- 

cation. After determining the first split, the procedure is repeated 

n all regions ( Hastie, Tibshirani, and Friedman, 2008 , p. 307). We 

se CART to estimate events probability (1) and (3), and recovery 

ates (4), (5) and (6) using the standard set of tuning rules (see Qi

nd Zhao, 2011 or Nazemi et al., 2017 ) described in Section 6.1 in

etail. 

.4. Support vector machines (SVM) 

SVMs were proposed by Vapnik (1995) and due to their abil- 

ty to solve highly non-linear problems, they have become more 

opular when estimating LGD (see Tobback et al., 2014 or Yao 

t al., 2017 ). With this technique the input vectors ( x i ) are mapped

nto a high dimensional space using one of the selected kernels. 

y means of this kernel mapping the problem is also transformed 

rom non-linear into linear settings to provide more accurate pre- 

ictions. As in CART, this method can be used both for classifi- 

ation (in the form of least squares support vector classifier (LS- 

VC)) and regression (the least squares support vector regression 

LS-SVR)), but in this research only LS-SVC will be adopted. In our 

tudy, we uses a similar approach to the one presented in Yao et al.

2017) , where the LS-SVM classification function (LS-SVC) is given 

s: 

f ( x ) = sgn 

( 

N ∑ 

i =1 

ˆ αi y i K ( x i , x ) + 

ˆ β0 

) 

(10) 

here x is the current vector of inputs, x i are ith covariates and 

 i ∈ { −1 , 1 } determines the classes for cure events i.e. y i = 1 if 

 i = 1 and y i = −1 if s i � = 1 in the training sample, K( x i , x ) is the

ernel, ˆ αi is the estimated value of the Lagrange multiplier associ- 

ted with LS-SVC and ˆ β0 denotes the intercept term. Among pos- 

ible kernels we used the Gaussian radial basis function which is 
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Table 2 

Performance metrics used in the study. 

Metric Description Type 

RMSE The Root Mean Squared Error 

measures the distance between the 

actual and predicted values. 

Calibration 

MAE The Mean Absolute Error takes a 

mean absolute difference instead of 

squared error like in RMSE. 

Calibration 

DM The Diebold-Mariano test determines 

whether forecasts are significantly 

different. 

Calibration 

GINI Calculates the area between the curve 

and the diagonal in the Lorenz 

curve. Used to assess both LGD and 

binary events. 

Discrimination 

ρ Spearman’s correlation coefficient 

measures the degree of the 

relationship between the actual and 

predicted values using a monotonic 

function. 

Discrimination 
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Table 3 

Descriptive statistics of the recovery rate for each event (cures, partial, write-off). 

P1, P5, P50, P95, P99 denotes consecutive percentiles. 

Segment Statistic Cures Partial recoveries Write-offs 

Mortgage 

Loan 

Mean 95.55% 63.70% 39.16% 

P1 75.00% 0.00% −2.00% 

P5 84.00% 18.00% 2.00% 

P50 98.00% 60.29% 35.00% 

P95 100.00% 100.00% 92.00% 

P99 100.00% 100.00% 100.00% 

Cash 

Loan 

Mean 94.39% 50.61% 13.84% 

P1 52.32% −2.17% −2.33% 

P5 78.73% 8.73% 0.00% 

P50 98.12% 38.14% 7.75% 

P95 100.00% 99.97% 49.94% 

P99 100.00% 100.00% 83.74% 
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4 Most missing information (8%) concerned client age. 
f the form: 

 = exp 
(
−σ‖ 

x i − x ‖ 

2 
)

(11) 

here σ is a scaling parameter. Following Platt (1999) approach, 

e map SVM outputs into probabilities by applying sigmoid map: 

 p ( cure ) ( x ) = 

1 

1 + exp 

(
ˆ a f ( x ) + ̂

 b 

) (12) 

here ˆ a , ˆ b are maximum likelihood estimate of the sigmoid func- 

ion parameters obtained on the training data set. 

.5. Performance metrics 

In this research, we use a mix of metrics to assess both discrim- 

natory power and the calibration of each model. Following the 

tudies performed by Loterman et al. (2012) , Zhang and Thomas 

2012) and Yao et al. (2017) , we list the selected set in Table 2 .

dditionally, we add the Diebold-Mariano test to check if the dif- 

erence in error measures is statistically significant. The calibra- 

ion measures are expected to be as low as possible. On the other 

and, the GINI Index and Spearman Correlation coefficient should 

e maximized to get the best model. 

. Data 

Our study utilizes two consumer credit datasets, one with 

ortgage loans and, another with cash loans, provided by a 

iddle-European AIRB bank. The first set consists of 6798 de- 

aults, second comprise 68 129 defaults. The observations come 

rom January 2010 to December 2017. All direct and indirect costs 

re added to the dependent variable, so the observed recovery rate 

an be less than zero for some observations, but we still include 

hem in the final data set. Figs. 2 and 3 present a histogram of the

ecovery rates for the both samples. The two segments have modes 

ear 1. The cash loan segment has a more U-shaped distribution in 

ontrast to the J-shaped mortgage loan distribution. 

We divided each segment into five sub-samples equivalent to 

ve functions ϕ p( cure ) , ϕ p( write −of f ) , ω cure , ω partial , ω write −of f , ac- 

ording to the following cure definition: if there was no termina- 

ion of the agreement, no collateral realization, no write-off, and 

he contract returned to the performing portfolio, then the case is 

reated as a cure. Otherwise, it is a non-cure. The write-off event is 

 cancelation from an account of a bad debt. Descriptive statistics 

or each event are presented in Table 3 . 
1192 
For cured cases, the mean of RR is relatively high; however, 

here are exceptions, with RR as low as 75% for mortgage loans and 

2% for cash loans. This is connected mainly with a discounting 

ssue for longstanding defaults. For the second event (partial re- 

overies), recoveries are significantly smaller, about 30 percentage 

oints for mortgages and 45 percentage points for cash loans. Fi- 

ally, write-offs are characterized by the lowest RR, but still, there 

re some cases in which selling to third-party complements the 

ecovery obtained from the client and collateral to 100%. 

As stated before, a different set of variables is assigned to each 

vent (except for macroeconomic indicators for which the set is 

onstant). However, as the LGD is estimated at the contract level, 

e propose the following aggregation levels. For the probability of 

rite-off and recovery rate for contracts that are written-off, we 

re considering only contract information, and we do not need 

ggregation schema. The first operation comes with the recovery 

ate for cured contracts and the recovery rate for partial recover- 

es. We use a mix of contract and client information, so the con- 

ract is treated as before, but for instances where there is more 

han one contract owner, we need to prepare aggregation schema. 

n the simplest version, we are considering three aggregation func- 

ions, which are minimum, maximum, and mean. Finally, for the 

robability of cure, the data composition is run through the ana- 

yzed contract, through the owners of this contract, and eventually, 

ll contracts that are owned by these clients who are connected to 

he original contract. The aggregation schema takes place via mini- 

um, maximum, mean, and sum (depending on the analyzed vari- 

ble). Fig. 4 summarizes all possibilities. 

The samples include 24 candidate predictors for the probability 

f cure, as well as 14 for the probability of write-off and RR for 

artial recoveries, and 12 for RR for write-offs and RR for cures. 

dditionally, the missing values are imputed with the mean. 4 Fi- 

ally, our set of variables consists of account-level indicators (such 

s the principal amount, tenor, time on book, etc.), client-oriented 

ndicators (client age, relationship time, number of credit cards, 

tc.), collateral description (value and type), and macroeconomic 

ndicators (Gross Domestic Product, Consumer Price Index, aver- 

ge wages, etc.). Most have been demonstrated to be important 

GD predictors in previous studies. Tong et al. (2013) studied bal- 

nce at default, time on books, valuation of collateral, and tenor. 

elotti and Crook (2012) showed the influence of relationship time, 

he number of credit cards, time on books, balance at default, 

nd bank interest rates on LGD. Similar variables were used by 

ao et al. (2017) , and statistical significance was reported for, in- 

er alia, time on books, the Consumer Price Index, and the num- 
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Fig. 2. Distribution of recovery rates for mortgage loans broken down into stages. For the right panel, the x-axis values were removed for clarity. 

Fig. 3. Distribution of recovery rates for cash loans broken down into stages. For the right panel, the x-axis values were removed for clarity. 
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er of months in arrears. Finally, in Tanoue et al. (2017) , collat- 

ral quota and EAD were the main risk drivers. In this context, the 

ist of variables used in the study is consistent with the previous 

esearch. 

There are also some new variables never investigated before, 

ike the flag of different installment plans (equal or decreasing) 

r the flag of EAD higher than the requested amount (valid in 

he case of revolving loans or credits denominated in foreign 

urrencies). Additionally, to the best of the author’s knowledge, 

he influence of the yield of bonds and stock exchange indices is 

hecked for the first time in retail LGD. The full list of variables 

sed in the study is a part of Section 6 . 
1193 
. Experiment 

In this section, we first describe setting up the experiment, then 

resent the decomposed models and asses their quality. We detail 

he dataset preprocessing, set a benchmark, describe the process 

f tuning hyperparameters (where applicable), and evaluate each 

omposition to rank them in terms of the final LGD prediction. 

.1. Experimental set-up 

When analyzing LGD, the problem of collecting data while the 

orkout process is in progress arises. Using only completed work- 
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Table 4 

Probability of cure model in decomposed approach. 

Logistic Regression Classification Tree 

Mortgage Loans Cash Loans Mortgage Loans Cash Loans 

(Intercept) 3.2442 ∗∗∗ 3.6819 ∗∗∗

Principal −4.41E-7 ∗∗∗ −2.52E-6 ∗∗∗

Tenor 0.0013 ∗∗∗ 0.0120 ∗∗∗ 9.34 

Flag of possessing contract in currency 

other than domestic 

0.0151 ∗∗∗ −0.6953 ∗∗∗

Flag of possessing contract with 

decreasing installment plan 

−0.2250 ∗

Number of co-applicants −1.2580 ∗∗∗ −0.5006 ∗∗∗ 8.25 

Flag of EAD higher than the requested 

amount on any client contract 

0.0334 ∗∗∗ 0.3966 ∗∗∗ 3.54 

Due principal 4.06E-6 ∗∗∗ 5.36 3.72 

Due interest 1.40E-5 ∗∗∗ 7.90E-5 ∗∗∗ 14.54 4.01 

Due amount 10.41 3.37 

Age of the client 0.0300 ∗∗∗ 0.0135 ∗∗∗ 6.17 

Relationship time −0.0075 ∗∗∗ −0.0063 ∗∗∗ 3.50 

DPD 0.0047 ∗∗∗ 0.0108 ∗∗∗ 23.48 17.09 

Number of mortgage loans 13.51 

Number of credit cards 0.0031 ∗ 2.84 

Number of revolving loans 0.0148 ∗∗∗ 1.18 

Number of cash loans 4.69 

Sum of owned contracts 3.55 

Contractual IR # 1.9612 ∗∗∗ 13.76 5.88 

Requested amount 5.03 1.68 

Months on book −0.0165 ∗∗∗ 2.83 10.59 

EAD 4.49 

Export 2.44 

CPI 0.2713 ∗∗∗ 0.3578 ∗∗∗ 2.05 

Yield on 10-year bonds −1.8487 ∗∗∗ 4.91 

Yield on 5-year bonds 1.7451 ∗∗∗

WIBOR 1Y −0.6423 ∗∗∗ −0.6494 ∗∗∗ 4.33 

LIBOR 3M −0.4882 ∗∗∗

Average wages −0.0997 ∗∗∗ 1.96 

Warsaw Stock Exchange Index −0.0001 ∗

GINI .4362 .4633 .5293 .5089 

# Interest Rate. 
∗∗∗ indicates 1% level of significance, ∗∗ 2.5% and ∗ 5%. The importance of the classification tree variables are rescaled to total 100. 

Fig. 4. Aggregation schemas for the components. 
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ut leads to sample selection bias, as does including it as-is. To 

void this bias, we include all defaults in the sample using scenario 

nalysis to estimate the partial recovery rate that should be added 

o the actual value as a prediction of the final RR. 5 To address the

ssue of potentially inappropriate estimates of the partial recov- 
5 We use the bank’s internal procedure, which is part of the institution’s know- 

ow and cannot be revealed here due to confidentiality issues. 

t
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1194 
ry rate, we estimated each model on a shorter window including 

efault from the 2010–2014 period only. We reported the results 

n Section 6.3 . Additionally, we do not exclude any case from the 

ample if the LGD is outside the interval [0, 1]. The model should 

lso be able to find those patterns that lead to extreme values. On 

he other hand, the predictors were winsorized at the 1st and 99th 

ercentile, which is crucial in the case of regression analysis sensi- 

iveness. 
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Table 5 

Probability of write-off model in decomposed approach. 

Logistic Regression Classification Tree 

Mortgage Loans Cash Loans Mortgage Loans Cash Loans 

(Intercept) 4.2459 ∗∗∗ 6.8520 ∗∗∗

Flag of SME contract −0.4303 ∗∗∗

Contractual interest rate 8.2102 ∗∗∗ 2.8744 ∗∗∗ 7.97 6.95 

DPD −0.0014 ∗ −0.0042 ∗∗∗ 1.54 2.54 

Tenor −0.0012 ∗∗∗ −0.0110 ∗∗∗ 9.15 5.10 

Time on books 0.0031 ∗∗∗ 0.0237 ∗∗∗ 9.97 4.25 

Age of the client −0.0151 ∗∗∗ 5.41 5.25 

EAD 6.38E-6 ∗∗∗ 3.04 9.61 

Due principal 2.50E-5 ∗∗∗

Due interest 3.50E-5 ∗∗∗ 1.37 

Principal 6.86 0.49 

Interest −6.00E-5 ∗∗∗ −0.0004 ∗∗∗ 3.77 

Requested amount 7.75E-8 ∗∗∗ −1.00E-5 ∗∗∗ 1.98 

Collateral quota 7.40 

Type of collateral 

Export −0.0806 ∗∗∗ 1.67 

Import −0.0147 ∗∗∗ 0.1328 ∗∗∗ 3.39 

GDP −0.0456 ∗∗∗ 7.01 1.13 

Domestic Demand 0.0882 ∗∗∗ −0.1058 ∗∗∗ 0.77 

CPI 0.2439 ∗∗∗ 0.2727 ∗∗∗ 9.69 

Yield on 10-year bonds −0.0585 ∗∗∗

Yield on 5-year bonds −0.3143 ∗∗∗ 1.27 

Yield on 2-year bonds 37.84 1.83 

WIBOR 1Y −0.7712 ∗∗∗ −2.0308 ∗∗∗ 3.82 29.02 

LIBOR 3M −1.6640 ∗∗∗ −1.4283 ∗∗∗ 2.32 

Average wages 0.0244 ∗∗∗

Warsaw Stock Exchange Index 0.0001 ∗∗∗ 7.58 

GINI .5471 .6155 .5230 .6391 

∗∗∗ indicates 1% level of significance, ∗∗ 2.5% and ∗ 5%. The importance of classification tree variables are rescaled to total 100. 
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For each method, we divided the dataset randomly 6 into a 

raining set and a test set (70% and 30% respectively). In the 

ase of regressions, the forward selection method was used to 

emove irrelevant independent variables with the p-value cut-off

qual to 0.05. SVM and CART manage selection internally. The 

yperparameters for CART and SVM 

7 are chosen based on 10-fold 

ross-validation performed on the training set. The mean squared 

rror is minimized to retrieve final parametrization. ANOVA/Gini 

as selected as the splitting criterion for CART, and the radial basis 

unction as the SVM kernel was used. When estimating parameters 

f logistic classification, we transformed the explanatory variables 

except for the macroeconomic indicators) according to the widely 

sed “weight of evidence” approach (see Anderson, 2007 , p. 192). 

uch an approach converts the risk associated with a particular 

ariable onto a linear scale. Next, for those explanatory variables 

hat correlated the most 8 with each other, we chose the one with 

he highest information value (see Anderson, 2007 , p. 193). Such a 

et was suffice as the final input for the logistic regression. 

When it comes to the estimation part, first, we performed an 

LS regression, to set an opening benchmark for our further con- 

iderations. In the OLS model (and any other method), the recovery 

ate is treated as the dependent variable, and the full set of char- 

cteristics take part in the estimation in the first place, and then is 

educed by selection method adequate to estimation technique. Re- 

overies are estimated directly (in one step) in this approach with- 

ut any transformation applied to dependent variable. 9 In the sec- 
6 Additionally, we performed stratified random sampling to check if time system- 

tic patterns affect LGD. The findings remain the same, and the results are available 

pon request. 
7 Hyperparameters for CART included a cost-complexity parameter. Hyperparam- 

ters for SVM included a gamma parameter from the range of (2 -32 , 2 -16 , 2 -8 , 2 -4 , 

 

-2 , 2 0 ) and a cost parameter = (2 0 , 2 9 , 2 10 ). 
8 Pearson correlation higher than 80%. 
9 Detailed results of the OLS regression model are available upon request. 
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1195 
nd step, we estimate a two-stage model, using a modeling frame- 

ork introduced in Yao et al. (2017) . As a consequence, we divide 

he dataset into (a) a full sample on which we estimate the prob- 

bility of RR = 0 vs. RR > 0 , (b) a sub-sample with RR > 0 cases,

here we estimate the probability of RR = 1 vs. 0 < RR < 1 , and

c) a sub-sample with 0 < RR < 1 cases to estimate the recovery 

ate. We chose the best-reported specification based on an out-of- 

ample RMSE value, which was LS-SVC for classification problems 

nd OLS for regression problems. 10 Finally, we built a decomposed 

odel based on the methodology demonstrated in Section 3 . For 

lassification problems, we use logistic regression and classification 

rees. For regression problems, we use OLS and regression trees. 

hen, we compare the resulting models’ performance on the test 

et according to the selected measures. We also investigate the ro- 

ustness of each algorithm with a bootstrap approach, drawing 5% 

f the test sample for ML and 1% of the test sample for NML 500

imes and then calculating the upper and lower confidence limits 

or RMSE, MAE, and GINI. 

.2. Decomposed model 

First, we estimate the probability of cure ( Table 4 ) according 

o the definition presented in Section 5 . Client-level variables and 

acroeconomic variables with statistical significance are included 

n the final form. We notice many similarities between mortgages 

nd cash loan portfolios. The conjunction of three variables comes 

o the fore: the principal amount (negative influence), tenor 

positive influence), and decreasing installment plan (negative 

nfluence). It can be seen that when a client defaults, installment 

which is an offshoot of principal and tenor) is important in 

escribing willingness to repay. If the initial value is relatively 
10 Detailed results of the LS-SVC with the OLS benchmark model are available 

pon request. 



W. Starosta European Journal of Operational Research 292 (2021) 1187–1199 

Table 6 

The severity for consecutive stages in the decomposed approach for the regression models. 

Severity for cures Severity for write-offs Severity for partial RR 

Mortgage loans Cash loans Mortgage loans Cash loans Mortgage loans Cash loans 

(Intercept) 1.0832 ∗∗∗ 0.8979 ∗∗∗ 0.2120 ∗∗∗ 0.2227 ∗∗∗ 0.8330 ∗∗∗ −0.1133 ∗∗∗

Flag of SME contract 0.0366 ∗∗∗ −0.0478 ∗∗∗

Contractual interest rate −1.3758 ∗∗∗ −0.2566 ∗∗∗ −0.4243 ∗∗∗ 0.7381 ∗∗∗ −0.2091 ∗∗∗

DPD 6.92E-5 ∗∗∗ −0.0007 ∗∗∗ −4.32E-5 ∗∗∗ −0.0004 ∗∗∗ 0.0004 ∗∗∗

Tenor −3.87E-5 ∗∗∗ 0.0003 ∗∗∗ −0.0004 ∗∗∗ −0.0007 ∗∗∗ −0.0022 ∗∗∗

Time on books −7.93E-5 ∗∗∗ −0.0003 ∗∗∗ 0.0022 ∗∗∗ 0.0014 ∗∗∗ 0.0013 ∗∗∗ 0.0027 ∗∗∗

Flag of possessing contract in currency other than domestic −0.0078 ∗∗∗

Flag of possessing contract with decreasing installment plan −0.0061 ∗∗∗

Number of co-applicants −0.0030 ∗∗∗

Flag of EAD higher than the requested amount −0.0246 ∗∗∗ 0.0055 ∗∗∗

Age of the client 0.0002 ∗∗∗ −0.0005 ∗∗∗ −0.0002 ∗∗∗ 0.0007 ∗∗ −0.0019 ∗∗∗

EAD 5.40E-7 ∗∗∗ 0.0015 ∗∗∗ 3.76E-6 ∗∗∗

Due principal −4.81E-8 ∗∗∗ 2.88E-6 ∗∗∗ 9.38E-6 ∗∗∗

Due interest 6.23E-5 ∗∗∗ −8.49E-7 ∗∗∗ 1.12E-6 ∗∗∗ −6.58E-6 ∗∗∗ −2.24E-5 ∗∗∗

Principal 

Interest −1.44E-6 ∗∗∗ 1.84E-5 ∗∗∗ 3.49E-6 ∗∗∗ 1.43E-6 ∗∗∗

Requested amount 3.04E-7 ∗∗∗ −9.97E-8 ∗∗∗

Collateral quota 1.50E-7 ∗∗∗

Type of collateral −0.1712 ∗∗∗

Number of cash loans 0.1776 ∗∗∗

Number of credit cards 0.1417 ∗∗∗

Number of revolving loans 0.1089 ∗∗∗

Export −0.0019 ∗∗∗ 0.0011 ∗ −0.0013 ∗

Import 0.0003 ∗∗∗ 0.0020 ∗∗∗ −0.0019 ∗∗∗

GDP 0.0026 ∗∗∗ −0.0039 ∗∗∗ −0.0049 ∗∗∗ 0.0274 ∗∗∗

Domestic Demand −0.0011 ∗∗∗ −0.0024 ∗∗∗ −0.0190 ∗∗∗

CPI 0.0014 ∗∗ 0.0074 ∗∗∗ 0.0109 ∗∗∗ 0.0212 ∗∗∗ −0.1121 ∗∗∗

Yield on 10-year bonds −0.0028 ∗∗∗ 0.0092 ∗∗∗

Yield on 2-year bonds −0.0218 ∗∗∗ 0.0130 ∗∗∗ 0.0356 ∗∗∗ −0.0272 ∗∗∗

WIBOR 1Y 0.0047 −0.0270 ∗∗∗ −0.0105 ∗∗∗ 0.2256 ∗∗∗

LIBOR 3M 0.0164 ∗∗∗ 0.0086 ∗∗∗ −0.0103 ∗∗∗ −0.1011 ∗∗∗ 0.2256 ∗∗∗

Average wages 0.0017 ∗∗

Warsaw Stock Exchange Index 4.69E-7 ∗∗∗ −2.00E-6 ∗∗∗ 7.95E-6 ∗∗∗

RMSE 0.0589 .0838 .2461 .1593 0.2165 .2775 

MAE 0.0332 .0523 .1917 .1076 0.1676 .2225 

∗∗∗ indicates 1% level of significance, ∗∗ 2.5% and ∗ 5%. 
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11 To the best of the author’s knowledge. 
12 Lower values of the recovery rate in this equation indicate a longer default time 

and smaller discount factors applied to the coming cash flows. 
igh (a high principal with a short tenor), then the cure path 

ecomes hard to follow, and a decreasing installment plan (in- 

icating higher installments at the beginning of the crediting 

eriod) is another disadvantage. On the other hand, a positive 

oefficient sign next to due principal and due interest can be 

ounterintuitive, although taking the collection department’s point 

f view into consideration, we can state that higher due amounts 

re assigned to well-performing employees who are better pre- 

ared to direct the client back to the performing portfolio. These 

re also defaults, that can recover and pay higher returns on 

verage, which is indicated by the interest amount directly. What 

s also becoming more popular is relegating low due amount to 

xternal companies, which usually performs worse than in-house 

ollection. Finally, it needs to be taken into account that due 

mounts are also part of the probability of write-off and par- 

ial RR models, and they affect the aforementioned components 

s well. 

In the second step, we prepare the write-off probability model 

 Table 5 ). Although most variables coincide between portfolios, 

ome discrepancies arise. The requested amount can serve as an 

xample: as in the case of mortgage loans, bigger credit implies a 

reater chance of a write-off. However, in the case of cash loans, 

he smaller the loan the greater the chance of a write-off. It re- 

eals that the collection policy is constructed to dispose of small 

xposures, and it works with only the most profitable cases. On 

he other hand, the macroeconomy seems to have a similar influ- 

nce both on mortgages and cash loans. Yield on bonds, Interbank 

ffered Rates, and CPI drive the probability of write-offs, which 
1196 
emonstrates that financial institutions connect their sells with the 

verall state of the economy. 

The severity of cured cases ( Tables 6 and 7 ) is estimated for 

he first time in this kind of research. 11 Covariate signs are not 

ell established, which makes interpretation difficult. The final 

R value should oscillate around one with regard to discounting, 

hich makes it possible to treat this part of recovery rate estima- 

ion as an equivalent of time in default estimate to some degree. 12 

t is evident that many factors determine the RR for cured cases, 

nd neglecting this part of the distribution can lead to a decrease 

n the precision of the whole model. Taking the results from the 

egression tree into consideration, we can conclude that levels of 

R are connected to the economic cycle. The yield on bonds or the 

nterbank Offered Rates are among the most important risk drivers, 

hich suggests that the severity of the losses for cures is an off- 

hoot of the state of the economy. 

The severity of write-offs ( Tables 6 and 7 ) is also determined by 

 series of factors. Additionally, for a large number, this influence 

oes not overlap with the severity of cures, like in the case of the 

nterest amount or due principal. It can also be inferred that cash 

oans are affected by the state of the economy in various ways, but 

nly the yield on 2-year bonds and export affect mortgages. The 

everity for write-offs is also the only RR model which gives bet- 
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Table 7 

Severity for consecutive stages in the decomposed approach for regression tree models. 

Severity for cures Severity for write-offs Severity for partial RR 

Mortgage loans Cash loans Mortgage loans Cash loans Mortgage loans Cash loans 

(Intercept) 

Flag of SME contract 1.03 

Contractual interest rate 26.26 7.20 10.84 10.07 5.50 3.63 

DPD 2.42 33.91 1.78 4.44 

Tenor 6.61 11.21 10.50 10.45 10.89 

Time on books 3.72 4.90 25.43 7.41 7.88 6.42 

Flag of possessing 1.68 

contract with decreasing 

installment plan 

Number of co-applicants 1.48 

Age of the client 6.08 5.68 16.03 9.22 4.28 5.28 

EAD 1.31 1.90 3.67 7.78 4.33 

Due interest 1.87 0.76 1.56 0.95 

Principal 1.21 1.08 19.16 3.31 20.43 6.22 

Interest 3.80 1.89 5.16 0.56 0.55 

Requested amount 2.91 2.61 4.90 6.88 4.59 2.10 

Collateral quota 19.68 

Relationship time 1.90 3.49 

Export 0.14 0.82 1.21 

Import 0.50 5.73 3.55 

GDP 0.42 1.75 1.02 1.16 2.08 

Domestic Demand 5.51 11.32 3.30 0.93 

CPI 0.92 0.87 3.16 2.76 7.28 

Yield on 10-year bonds 0.04 1.51 1.48 0.65 

Yield on 5-year bonds 13.46 2.10 5.78 0.99 

Yield on 2-year bonds 3.92 0.78 0.37 

WIBOR 1Y 5.90 14.51 7.17 20.09 10.74 28.45 

LIBOR 3M 7.19 1.19 1.97 1.27 

Average wages 0.86 0.93 0.28 1.30 

Warsaw Stock Exchange Index 0.38 1.38 2.21 2.78 7.11 

RMSE 0.0597 .0732 .2448 .1602 .2108 .2750 

MAE 0.0336 .0457 .1924 .1072 .1578 .2157 

∗∗∗ indicates 1% level of significance, ∗∗ 2.5% and ∗ 5%. The importance of the variables are rescaled to total 100. 

Table 8 

Model performance results. LS-SVC denotes Least-Squares Support Vector Classifier, LR denotes Logistic Regression, CT denotes Classification Trees, RT denotes Regression 

Trees. The best model in each metric is underlined. The Diebold-Mariano (DM) test verifies the null hypothesis that RMSE from the two models is equal. All comparisons are 

made to the model with the lowest RMSE. ∗∗∗ indicates p-value lower than 1%, ∗∗ 2.5% and ∗ 5%. 

RMSE MAE GINI ρ DM 

Mortgage 

loans 

OLS .2549 .2048 .3179 .3357 24.81 ∗∗∗

LS-SVC + OLS .2661 .2155 .2999 .3069 28.62 ∗∗∗

LR + OLS decomposition .2468 .1917 .3816 .4117 14.56 ∗∗∗

CT + RT decomposition .2357 .1778 .4385 .4450 –

Cash 

loans 

OLS .3571 .3175 .2768 .2621 54.72 ∗∗∗

LS-SVC + OLS .3582 .3174 .2731 .2544 59.32 ∗∗∗

LR + OLS decomposition .3516 .3113 .3096 .2948 31.16 ∗∗∗

CT + RT decomposition .3458 .2996 .3356 .3283 –
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er results for cash loans than for mortgages when RMSE/MAE is 

oncerned, which might be connected with the more liquid mar- 

et for non-mortgage loans, which are put on sale more frequently 

han mortgage loans. 

For partial RR ( Tables 6 and 7 ), the vast majority of contract-

ased predictors work in the opposite direction, except for time on 

ooks, due principal amount and principal amount. Another differ- 

nces can be found in the macro economy section, where different 

ets of variables are used both for mortgages and cash loans, and 

gain, cash loan portfolio is more influenced. This can be a result 

f collateral presence, which highly differentiate the importance of 

ther predictors. 

.3. Comparative performance 

Tables 8 and 9 demonstrate the forecast results for the differ- 

nt modeling methods broken down into mortgage loans and cash 

oans. We estimated four models in each portfolio: (a) a one-step 
1197 
LS regression model, (b) a two-step model as a combination of 

 S-SVC and OL S, (c) a decomposed model with logistic regression 

or classification and OLS for severity, and (d) a decomposed model 

ith a classification tree for classification and a regression tree for 

everity. We evaluated model prediction effectiveness considering 

ve commonly used measures described in Section 4.5 , based a 

old-out sample of 30% of the total. The best performing model 

ccording to each metric is underlined. Focusing on the first ta- 

le, it is clear that the decomposed model performs best for each 

easure of forecast effectiveness. We see an increase in quality, 

ainly in well-established connections between LGD and the in- 

ependent variables. Even if this connection is more non-linear 

which can be inferred from better results for the CT + RT alter- 

ative than for LR + OLS), the intrinsic features of these portfolios 

re better reflected by associating the recovery paths to events that 

rive the final LGD value rather than to the LGD distribution. This 

s most apparent for the write-off severity; assuming that these are 

ust full-loss cases leads to a great part of the LGD variability be- 



W. Starosta European Journal of Operational Research 292 (2021) 1187–1199 

Table 9 

Model performance results for the period 2010–2014. LS-SVC denotes Least-Squares Support Vector Classifier, LR denotes Logistic Regression, CT denotes Classification Trees, 

RT denotes Regression Trees. The best model in each metric is underlined. The Diebold-Mariano (DM) test verifies the null hypothesis that RMSE from the two models is 

equal. All comparisons are made to the model with the lowest RMSE. ∗∗∗ indicates p-value lower than 1%, ∗∗ 2.5% and ∗ 5%. 

RMSE MAE GINI ρ DM 

Mortgage 

loans 

OLS .2635 .2158 .3388 .3438 18.67 ∗∗∗

LS-SVC + OLS .2726 .2252 .3238 .3171 21.19 ∗∗∗

LR + OLS decomposition .2565 .2021 .3864 .4054 12.70 ∗∗∗

CT + RT decomposition .2506 .1941 .4165 .4312 –

Cash 

loans 

OLS .3800 .3497 .2663 .2743 48.80 ∗∗∗

LS-SVC + OLS .3806 .3489 .2638 .2678 49.34 ∗∗∗

LR + OLS decomposition .3690 .3383 .3397 .3496 28.30 ∗∗∗

CT + RT decomposition .3619 .3255 .3691 .3800 –

Table 10 

500-fold Bootstrap for RMSE, MAE, and GINI values. LCL denotes the lower confidence limit for the mean, and UCL denotes the upper confidence limit for the mean. 

RMSE MAE GINI 

LCL UCL LCL UCL LCL UCL 

Mortgage 

loans 

OLS .2545 .2555 .2046 .2053 .3161 .3202 

LS-SVC + OLS .2659 .2669 .2154 .2161 .2972 .3011 

LR + OLS decomposition .2462 .2472 .1913 .1920 .3787 .3824 

CT + RT decomposition .2351 .2361 .1773 .1780 .4357 .4393 

Cash 

loans 

OLS .3567 .3573 .3172 .3179 .2758 .2787 

LS-SVC + OLS .3578 .3584 .3170 .3176 .2718 .2747 

LR + OLS decomposition .3513 .3519 .3109 .3115 .3084 .3114 

CT + RT decomposition .3455 .3461 .2993 .2999 .3338 .3366 
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ng left unexplained. 13 Considering the mortgage portfolio, CT + RT 

roduces estimates which reduce the prediction errors (the lowest 

MSE value) to the greatest extent. Discrimination measures also 

ndicate with no doubt that decomposition based on trees works 

est with assigning high predictions to high realizations (and vice- 

ersa). For cash loans portfolio, the tree-based version outperforms 

thers, regardless of the measure selected. It should also be noted 

hat the most sophisticated approach using SVM does not seem to 

how any benefits in performance compared to simple OLS. In the 

ase of mortgage loans, it may stem from the more J-shaped dis- 

ribution, which makes it difficult to properly classify cases with 

ull-loss, as their number is limited. For cash loans, we also no- 

ice many cases around the peaks, so patterns blur in the immedi- 

te surroundings of zero and one, where the two-stage benchmark 

resents its power. 14 The Diebold-Mariano test also supports the 

esults, as it indicates rejecting the null hypothesis regarding mean 

quality. 

To check the impact of open defaults for which the partial re- 

overy rate was added to handle resolution bias, we re-estimated 

ll models for the 2010–2014 period. Generally, the out-of-sample 

erification confirms the results obtained for the whole sample. 

he decomposed model still outperforms selected benchmarks, in- 

icating that including short-lasting defaults from the latest period 

oes not influence the stability of the proposed approach. Addi- 

ionally, we use Bootstrap to determine the confidence intervals for 

he selected measures. For almost every criterion, these intervals 

o not overlap between the benchmark models and the decom- 

osed models, which allows us to state that the values reported 

n Table 10 truly represent the difference in quality. However, we 

eed to note that each component of this approach needs to per- 

orm reasonably well to achieve satisfying results. Following Yao 

t al. (2017) findings, the power of the classification parts (cure 

robability and write-off probability) plays a crucial role, and even 

xcellent results obtained by the severity models will not correct 

he weaknesses of the binary-event models. However, if the insti- 
13 See descriptive statistics and distributions in Section 5 to compare. 
14 See the discussion in Section 4 of Yao, Crook, Andreeva (2017) . 
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ution can clearly distinguish the recovery paths, then preparing 

odels simply on collection events can improve the quality signif- 

cantly. What is more, such results are achievable with the usage 

f a highly interpretable set of methods. 

. Conclusion 

This paper developed an event-based decomposition of the LGD 

odel with a framework for the probability of cure, probability of 

rite-off, severity of cures, severity of write-off, and severity of 

artial recoveries. The results support the idea that LGD decom- 

osition using a mixture distribution of the events is effective in 

odeling consumer risk. In addition, this study shows that using a 

pecific set of variables and their transformations can lead to more 

recise and interpretable results than using the same set regardless 

f the nature of the event. Starting with the two-stage framework 

resented in Belotti and Crook (2010) or Yao et al. (2017) , among 

thers, we developed models for consecutive stages of the workout 

rocess. First the probabilities of cure and write-off were modeled 

ith a logistic regression and classification trees. Next, the severi- 

ies of the cures, partial recoveries, and write-offs were estimated 

ith the use of ordinary least squares and regression trees. Each 

odel was prepared based on a specific set of variables that re- 

ects the intrinsic features connected to the stage. Finally, we pro- 

osed a combination mechanism to calculate the ultimate recov- 

ry, taking into account all five elements of the equation. To check 

he effectiveness, two benchmarks were prepared: a direct LGD es- 

imation with an OLS model and a two-stage model based on the 

ssumptions defined in Yao et al. (2017) . The decomposed model 

emonstrates better predictions than any benchmark in terms of 

ut-of-sample predictive metrics, although the improvements in 

ash loan portfolio are not as remarkable as for mortgage portfolio. 

f the two propositions, combining the classification tree and the 

egression tree outperforms the combination of logistic regression 

nd ordinary least squares. We were not able to confirm the supe- 

iority of LS-SVC + OLS combination over simple OLS, as presented 

n Yao et al. (2017) . However, our finding about a two-stage event- 

ased approach advantage over one-stage is in line with Tanoue 

t al. (2017) , as an example. Additionally, we examined the im- 
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act of risk factors on both portfolios broken down into stages. 

he results show that the probability of cure is driven mostly by 

PD; the probability of write-off is driven by Interbank Offered 

ates; cure severity is driven by contractual interest rate and DPD; 

rite-off severity is driven by time on books and Interbank Offered 

ates; and partial RR severity is driven by principal and Interbank 

ffered Rates. 

Our model has important implications for bank risk manage- 

ent policy and collection department policy. Specifically, it pro- 

ides a way to optimize capital allocation by means of the risk- 

eighted assets value. This can be achieved by directing the credit 

olicy to accept low-risk clients with a high probability of cure 

alue. Secondly, the loan loss provisioning process can be man- 

ged more efficiently by the faster selling of defaults with a high 

robability of write-off values or by putting less effort into defaults 

ikely to be cured. Additionally, linking events to the actual actions 

aken by the collection departments makes it possible to differen- 

iate cures, as low-cost cases need only minor help from the in- 

titution to get back on track, and write-offs are seen as events 

hat take place even after some paybacks from the client side, 

hich is also consistent with economic intuition. We suggest that 

he choice of event that leads to a specific recovery path provides 

 better fit and better understanding of the LGD parameter than 

 one-equation estimation or defining cures and write-offs based 

nly on the dependent variable distribution. 
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ARTICLE

Forecast combination approach in the loss given default estimation
Wojciech Starosta

Institute of Econometrics, Department of Economics and Sociology, University of Lodz, Lodz, Poland

ABSTRACT
This paper examines a novel method of including macroeconomic variables into Loss Given Default 
models. The approach is transparent, and it easily translates changes in the overall credit environ-
ment into Expected Loss estimates, which is one of the crucial points that was recently introduced 
in the International Financial Reporting Standard 9. We propose a forecast combination procedure 
that separates the contract-based variables from the macroeconomic indicators. Two models are 
prepared and benchmarked to a single ordinary least-squares (OLS) model. To combine the 
forecasts we use three approaches: simple average, the Granger–Ramanathan Method, and 
Mallows Model Averaging. We tested our predictions on out-of-time data and found that the 
forecast combination outperforms the single OLS model in terms of the selected forecast quality 
metrics.

KEYWORDS 
Loss given default; forecast 
combination; IFRS 9; model 
averaging; loan loss 
provisioning

JEL CLASSIFICATION 
C51; C53; G32

I. Introduction

The recent global financial crisis revealed many 
weaknesses in the incurred loss models, which 
were the main part of the existing International 
Accounting Standard 39 (IAS 39). The backward- 
looking approach resulted in delaying the recogni-
tion of credit losses and balance sheet financial 
asset overstatement. A review of accounting stan-
dards produced International Financial Reporting 
Standard 9 (IFRS 9), which went live in 2018. The 
key innovation incorporates a shift from the back-
ward-incurred-loss perspective into a forward- 
looking Expected Credit Loss (ECL) calculation 
(Bellini 2019, 2). The parameters (Probability of 
Default, Exposure at Default, Loss Given Default) 
are expected to be simultaneously unbiased, point- 
in-time (PIT), and forward-looking. Because the 
unbiasedness and PIT character have already been 
deliberated in the literature (see Ozdemir and Miu 
2009; Anolli, Beccalli, and Giordani 2013) as a part 
of Basel models, we focused on the forward- 
looking concept in the context of the Loss Given 
Default (LGD) models (probability of default was 
studied inter alia in Durovic 2019). The forward- 
looking perspective relies on the proper inclusion 
of credit and the macroeconomic environment into 
the risk models. It should reflect the potential 

downturn or upturn in the quality of the acquired 
credits. Miu and Ozdemir (2017) argued that ‘a 
replicable, transparent and defendable mechanism 
to translate the change in the credit environment to 
the change in the portfolio’s Expected Loss estima-
tion is needed’.

In this study, we proposed a forecast combina-
tion approach, widely used in other fields of eco-
nomic modelling (e.g. Jumah and Kunst 2016), and 
meeting the postulates presented above. We used 
a sample of defaulted assets to estimate the LGD 
parameter in two ways. First, we used contract- 
based and macroeconomic variables and we pre-
pared a full specification model. In the second step, 
we divided the set of variables into two categories, 
contract information and macroeconomic indica-
tors, and we estimated the two models separately. 
Then, we combined both forecasts using three 
methods: (a) simple average, (b) the Granger– 
Ramanathan Method, and (c) Mallows Model 
Averaging. Finally, we checked the performance 
of four forecasts on an out-of-time sample.

II. Estimation methodology

Our estimation methodology consisted of four 
steps. First, having a dataset with dependent 
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variable LGD Yð Þ and the set of explanatory vari-
ables of contract characteristics Xð Þ and macroeco-
nomic indicators Zð Þ, we estimated a linear 
regression model: 

yi ¼
XK

k¼1
βkxik þ

XL

l¼1
γlzil þ ei 

where βk represents a regression parameter for the 
contract variables, γl represents a regression para-
meter for the macroeconomic indicators, and ei are 
the error terms. This approach is popular in the 
LGD literature (see Qi and Yang 2009, or Belotti 
and Crook 2010), and it gives reasonably stable and 
precise results. This model serves as a benchmark 
for our further considerations.

In the second step, we divided our dataset into 
two sub-sets. Dataset A includes contract informa-
tion with n observations and K explanatory vari-
ables. Dataset B contains macroeconomic 
indicators with n observations and L explanatory 
variables. We followed the Granger finding that ‘it 
is more usual for combining to produce a better 
forecast when the individual forecasts are based on 
different information sets, and each may be optimal 
for their particular set’ (Granger 1989, 168). 
A similar approach, based on random variable 
attribution to the datasets, is a part of the 
Random Forest algorithm (Bellini 2019, 59). Next, 
we fit a linear regression model on each dataset: 

yci
i ¼

XK

k¼1
δkxik þ eci

i 

ymi
i ¼

XL

l¼1
θlzil þ emi

i 

where yci
i denotes LGD for the regression with 

contract information only, ymi
i denotes LGD for 

regression with macroeconomic indicators only, 
δk represents the regression coefficients in the con-
tract approach, and θl represents the regression 
coefficients in the macroeconomic approach. The 
crucial point is to combine these two forecasts into 
one forecast to prepare the best model on in- 
sample data, which is our third step. Let w mð Þ be 
a vector of weight assigned to the mth forecast and 
f̂t mð Þ be the vector of values of the forecast (in our 

framework these are ŷci
i and ŷmi

i ). The combination 
of forecast of ynþ1 is given by (Hansen 2008): 

w
0bf nþ1 ¼

XM

m¼1
w mð Þf̂nþ1 mð Þ

We consider three weighting schemes, each satisfy-
ing the convexity constraints (weights to be in 
interval [0,1] and to sum up to 1). The selected 
schemes go from (a) choosing one simple method 
to check if estimation error connected with subse-
quent two do not cause forecast deterioration, (b) 
using approach often preferred in similar studies, 
(c) check one novel method never investigated in 
credit risk context before.

Approach A: Simple average
An equally weighted combination of forecasts is 

our first choice, as, in practice, it often performs 
better than more sophisticated approaches (Genre 
et al. 2013). The vector of weights is determined as: 

bw ¼
1
M
:

Approach B: The Granger–Ramanathan Method
Granger and Ramanathan (1984) introduced 

another way to combine forecasts, which is select-
ing weights by minimizing the sum of the squared 
forecast errors: 

Q wð Þ ¼
Xn

i¼1
yi � bf

0

iw
� �2 

Additionally, we impose the convexity constraints: 

bw ¼ min
0�w mð Þ�1;

PM

m¼1
w mð Þ¼1

Q wð Þ

Approach C: Mallows Model Averaging
Finally, we used a scheme presented in Hansen 

(2007, 2008), which is the Mallows criterion for 
model selection and its extension. Assuming the 
full-sample averaging estimator of the conditional 
mean μi to be bμ0iw ¼ ba wð Þ

0

xi, where bμi ¼

μ̂i 1ð Þ; μ̂i 2ð Þ; . . . ; μ̂i Mð Þ
� �0

and 
μ̂i mð Þ ¼ xi mð Þ

0

ba mð Þ, the MMA criterion is as 
follows: 

Cn wð Þ ¼
Xn

i¼1
yi � bμ

0

iw
� �2

þ 2w mð Þr mð Þs2 
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where R ¼ r 1ð Þ; r 2ð Þ; . . . ; r Mð Þð Þ
0

is a vector with 
a consecutive number of regressors and 
s2 ¼ 1

n� r Mð Þbe Mð Þ
0

be Mð Þ. In this notation, the weight 
vector is the value of w that minimizes Cn wð Þ: 

bw ¼ min
w2 0;1½ �

M
:
PM

m� 1
wm¼1

Cn wð Þ

which translates to forecasts defined as 
μ̂0ibw ¼ ba bwð Þ

0

xi. As in our exercise M ¼ 2; and this 
equation can be solved analytically.

In the fourth step, we assessed the quality of each 
forecast using the set of methods containing Root 
Mean Squared Error (RMSE), Mean Absolute 
Error (MAE), and Spearman’s correlation coeffi-
cient (ρ). The forecasting error εt is defined as the 
difference between the measured value at time t 
ytð Þ and the predicted value at time t obtained 

from forecast g f gð Þ
t

� �
. Metrics based on errors 

should be as low as possible, in contrast to metrics 
based on correlation. This set allows us to gain 
insight into how the forecasts perform in terms of 
overall effectiveness, detecting outliers, compar-
ability, and the ability to rank observations. To 
properly assess the quality of the forecasts, we 
divided our dataset into a training sample, on 
which we estimated our models, and the hold out 
sample, on which we calculated the selected 
metrics. The sample is divided at the year of 
default. The period ranging from 2010 to 2015 
was used for estimation purposes; the period ran-
ging from 2016 to 2018 was used to assess forecast 
quality.1

III. Data set and empirical results

Our data set includes 7244 observations of the mort-
gage loans defaulted during the 2010–2018 period. 
The division into contract information and macro-
economic indicators is driven by the IFRS 9 require-
ments, but it also isolates the intrinsic portfolio 
characteristics from the changes in the outer envir-
onment. In our considerations, we used a mix of 
static variables (Small and Medium-sized 
Enterprises (SME) flag or requested amount), the 
dynamic variables (months on book or age of the 

contract owner), and a macroeconomic variable 
(export, import, etc.). Table 1 provides the standard 
OLS estimates for each approach. The stepwise selec-
tion method was used to remove irrelevant indepen-
dent variables, with a p-value cut-off equal to.05.

Because we only considered the forecast ability of 
each approach, we used general statements when 
interpreting our results. The signs of the coefficients 
have the same direction between the approaches 
and agree with the previous research (see Belotti 
and Crook 2010; Tong, Mues, and Thomas 2013), 

Table 1. Regression results (point estimate and standard error in 
parenthesis).

Full specifi-
cation

Forecast combina-
tion: contract

Forecast combi-
nation: macro

(Intercept) 0.7301*** 
(0.0294)

0.9045*** 
(0.0097)

0.4864*** 
(0.0299)

SME flag −0.0802*** 
(0.0055)

−0.063*** 
(0.0054)

Interest rate −0.2917*** 
(0.056)

−0.3965*** 
(0.0558)

DPD −0.0014*** 
(0.0001)

−0.0014*** 
(0.0001)

Tenor −0.0004*** 
(0.0001)

−0.0003*** 
(0.0001)

Time on books 0.0015*** 
(0.0001)

0.0019*** 
(0.0001)

Age of the 
contract owner

−0.0019*** 
(0.0002)

−0.0017*** 
(0.0002)

EAD −1.11E-7*** 
(3.37E-9)

−1.34E-7*** 
(1.1E-8)

Due principal −4.06E-7*** 
(7.90E-8)

−4.02E-7*** 
(7.93E-8)

Interest −7.72E-6*** 
(4.89E-7)

−7.27E-6*** 
(4.92E-8)

Requested amount 2.18E-8** 
(9.54E-9)

Collateral quota 5.35E-8*** 
(1.58E-9)

5.28E-8*** 
(1.62E-9)

Type of collateral −0.0171** 
(0.0075)

−0.0166** 
(0.0075)

Export 0.003*** 
(0.0008)

Import −0.0024*** 
(0.0002)

−0.0068*** 
(0.0008)

GDP 0.0033*** 
(0.0009)

Domestic Demand 0.0081*** 
(0.0012)

CPI −0.0418*** 
(0.0038)

−0.0608*** 
(0.0042)

Yield on 10-year 
bonds

−0.0086*** 
(0.0025)

−0.0128*** 
(0.0028)

WIBOR 3 M 0.0704*** 
(0.0052)

0.0955*** 
(0.0056)

LIBOR 3 M −0.0252*** 
(0.007)

−0.0120** 
(0.0079)

Nominal wages −0.0044*** 
(0.0012)

Warsaw Stock 
Exchange Index

2.23E-6*** 
(3.11E-7)

3.35E-6*** 
(3.32E-7)

Independent variable is set as Recover Rate (1 – LGD). *** indicates 1% level 
of significance, ** 2.5% and * 5%.

1To assess the robustness, we also compared the following periods: 2010–2014 vs. 2015–2018 and 2010–2016 vs. 2017–2018. The conclusions remain the same.

APPLIED ECONOMICS LETTERS 3



which is an expected property indicating robust-
ness. In the forecast-combination approach, three 
new variables were included in the regression mod-
els: the requested amount in the contract section 
and the domestic demand, with the nominal wages 
in the macro section.2 Without further considera-
tions, the rest of this section addresses the forecast 
quality part of our findings.

Table 2 presents the performance measures for 
each approach. The combination with weights cali-
brated gave better out-of-sample predictions than 
the full specification OLS model, which supports 
our statement about the superiority of a combined 
approach. Additionally, the simple average per-
formed worse, in terms of MAE and correlation, 
which indicates that tuning the weights could lead 
to better forecasts. Within the three combined mod-
els, the MMA was slightly worse than the Granger– 
Ramanathan, but still outperformed simple average. 
We find the reason of such behaviour in better fit of 
short-term dependencies, reflected by the contract- 
based variables, in contrast to long-term dependen-
cies expressed by the macro-economic indicators. 
The results of forecast combination suggest that 
there are some limitations of macroeconomic vari-
ables, which can explain only limited part of the 
LGD variability, especially in the case of retail expo-
sures. This leads to unequal weight attribution, 
favouring one of the components.

IV. Conclusion

Inclusion of forward-looking information is not an 
easy task, and it should be treated with great care to 
obtain robust and predictive models. Our results 
confirm that dividing the variables into contract 
information and macroeconomic indicators can 
lead to a higher forecast quality than estimating 
the full specification model. Additionally, the 

following advantages could be appealing for risk 
managers:

● The influence of the macroeconomic environ-
ment can be easily measured and validated, espe-
cially if assessing the quality of the 
macroeconomic indicators separately from the 
whole LGD model.

● The complete economic cycle does not have to 
meet the current collection policy practices. 
The presented approach allows for estimating 
each part of the model separately based on 
different time windows, so a longer observa-
tion period can be assigned to the macro part, 
and a shorter observation period can be 
assigned to the contract part to reflect the 
ongoing organizational principles.

● The stress tests exercise can be effectively 
facilitated.

We believe that our proposition not only meets this 
expectation, it is intuitive and transparent and 
easily transforms situations in the credit environ-
ment into expected loss values, which is desirable 
from the accounting view imposed by IFRS 9.
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